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NAS RK is pleased to announce that News of NAS RK. Series of geology and technical 
sciences scientific journal has been accepted for indexing in the Emerging Sources Citation 
Index, a new edition of Web of Science. Content in this index is under consideration by 
Clarivate Analytics to be accepted in the Science Citation Index Expanded, the Social 
Sciences Citation Index, and the Arts & Humanities Citation Index. The quality and depth 
of content Web of Science offers to researchers, authors, publishers, and institutions sets it 
apart from other research databases. The inclusion of News of NAS RK. Series of geology 
and technical sciences in the Emerging Sources Citation Index demonstrates our dedication 
to providing the most relevant and influential content of geology and engineering sciences 
to our community.

Қазақстан Республикасы Ұлттық ғылым академиясы «ҚР ҰҒА Хабарлары. Геология 
және техникалық ғылымдар сериясы» ғылыми журналының Web of Science-тің 
жаңаланған нұсқасы Emerging Sources Citation Index-те индекстелуге қабылданғанын 
хабарлайды. Бұл индекстелу барысында Clarivate Analytics компаниясы журналды 
одан әрі the Science Citation Index Expanded, the Social Sciences Citation Index және the 
Arts & Humanities Citation Index-ке қабылдау мәселесін қарастыруда. Webof Science 
зерттеушілер, авторлар, баспашылар мен мекемелерге контент тереңдігі мен 
сапасын ұсынады. ҚР ҰҒА Хабарлары. Геология және техникалық ғылымдар сериясы 
Emerging Sources Citation Index-ке енуі біздің қоғамдастық үшін ең өзекті және 
беделді геология және техникалық ғылымдар бойынша контентке адалдығымызды 
білдіреді.

НАН РК сообщает, что научный журнал «Известия НАН РК. Серия геологии и 
технических наук» был принят для индексирования в Emerging Sources Citation Index, 
обновленной версии Web of Science. Содержание в этом индексировании находится 
в стадии рассмотрения компанией Clarivate Analytics для дальнейшего принятия 
журнала в the Science Citation Index Expanded, the Social Sciences Citation Index и 
the Arts & Humanities Citation Index. Web of Science предлагает качество и глубину 
контента для исследователей, авторов, издателей и учреждений. Включение 
Известия НАН РК. Серия геологии и технических наук в Emerging Sources Citation 
Index демонстрирует нашу приверженность к наиболее актуальному и влиятельному 
контенту по геологии и техническим наукам для нашего сообщества.
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«Қазақстан Республикасы Ұлттық Ғылым академиясының» президенті, АҚ «Д.В. Сокольский атындағы 
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СНОУ Дэниел, PhD, қауымдастырылған профессор, Небраска университетінің Су ғылымдары 
зертханасының директоры, (Небраска штаты, АҚШ), https://www.scopus.com/authid/detail.
uri?authorId=7103259215, https://www.webofscience.com/wos/author/record/1429613

ЗЕЛЬТМАНН Раймар, PhD, Жер туралы ғылымдар бөлімінің петрология және пайдалы қазбалар 
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ПАНФИЛОВ Михаил Борисович, техника ғылымдарының докторы, Нанси университетінің 
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Қазақстан), https://www.scopus.com/authid/detail.uri?authorId=57204467637, https://www.webofscience.com/
wos/author/record/907886

ФРАТТИНИ Паоло, PhD, қауымдастырылған профессор, Бикокк Милан университеті, (Милан, 
Италия), https://www.scopus.com/authid/detail.uri?authorId=56538922400 
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зерттеу орталығы, (Израиль), https://www.scopus.com/authid/detail.uri?authorId=8610969300, https://www.
webofscience.com/wos/author/record/53680261
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ЗАМЕСТИТЕЛЬ ГЛАВНОГО РЕДАКТОРА 
АБСАДЫКОВ Бахыт Нарикбаевич, доктор технических наук, профессор, академик НАН РК, 

Институт химических наук им. А.Б. Бектурова (Алматы, Казахстан), https://www.scopus.com/authid/detail.
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Abstract: Relevance. The oil industry is one of the key areas of the mining 
industry. It has a significant impact on the economy of the state, providing various 
branches of industrial production with oil refining products. To ensure the normal 
functioning of enterprises it is important to organise continuous transportation 
of hydrocarbons using pumping units. This approach allows to determine the 
residual life of the pump unit and to carry out its timely maintenance before failure. 
Objective. The aim of the work is to ensure uninterrupted transportation by means 
of predictive maintenance based on big data processing technology and machine 
learning methods. Methods. Recurrent neural networks LSTM and GRU were used 
as mathematical models to determine the residual life of the pump unit in this paper. 
Results and Conclusions.  The effectiveness of the modernised recurrent neural 
networks was demonstrated by comparing them with traditional machine learning 
methods (PCR and Random Forest) on different data variations. The comparative 
analysis demonstrated the significant performance of recurrent neural network 
based models, especially the LSTM model. An improvement in prediction accuracy 
was shown in comparison with PCR and Random Forest. The average percentage 
improvement in the four metrics was 36.35 % and 25.21 % using a smaller sample 
(n = 10000), and 31.86 % and 25.64 % using a larger sample (n = 20000).

Keywords: oil and gas industry, pumping unit, forecasting, remaining equipment 
life, machine learning, recurrent neural network, regularization.
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Аннотация. Өзектілігі. Мұнай саласы тау-кен өнеркәсібі қызметінің 
негізгі салаларының бірі. Ол өнеркәсіптік өндірістің әртүрлі салаларын 
мұнай өңдеу өнімдерімен қамтамасыз ете отырып, мемлекет экономикасына 
айтарлықтай әсер етеді. Кәсіпорындардың қалыпты жұмыс істеуін қамтамасыз 
ету үшін сорғы қондырғыларын қолдана отырып, көмірсутектерді үздіксіз 
тасымалдауды ұйымдастыру маңызды. Бұл тәсіл сорғы қондырғысының 
қалдық ресурсын анықтауға және істен шыққанға дейін уақтылы қызмет 
көрсетуге мүмкіндік береді. Жұмыстың мақсаты – үлкен көлемдегі 
деректерді өңдеу технологиясы мен машиналық оқыту әдістеріне негізделген 
болжамды техникалық қызмет көрсету арқылы үздіксіз тасымалдауды 
қамтамасыз ету. Бұл жұмыста сорғы қондырғысының қалдық ресурсын 
анықтау үшін математикалық модельдер ретінде қайталанатын lstm және 
Gru нейрондық желілері қолданылды. Нәтижелер мен қорытындылар.  
Жаңартылған қайталанатын қолдану тиімділігі нейрондық желілер дәстүрлі 
Машиналық оқыту әдістерімен (PCR және Random Forest) деректердің 
әртүрлі вариацияларымен салыстырылып көрсетілді. Салыстырмалы талдау 
қайталанатын нейрондық желілерге, әсіресе LSTM модельдеріне негізделген 
модельдердің айтарлықтай тиімділігін көрсетті. PCR және Random Forest-
пен салыстырғанда болжау дәлдігінің жақсарғаны төрт метрика бойынша 
орташа пайыздық жақсару 36,35% және 25,21% болды, кішігірім үлгіні 
қолданғанда (N = 10000), ал үлкен үлгіні қолданғанда 31,86% және 25,64% (N 
= 20000). Сонымен қатар, сорғы қондырғысының жағдайына интеллектуалды 
мониторинг жүргізуге мүмкіндік беретін интеллектуалды жүйе ұсынылды, 
бұл қызметкерлерге еңбек жүктемесін азайтуға мүмкіндік береді.

Түйін сөздер: мұнай-газ өнеркәсібі, сорғы қондырғысы, болжау, қалған 
жабдықтың қызмет ету мерзімі, машинаны оқыту, қайталанатын нейрондық 
желі, регуляризация.
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Аннотация. Актуальность. Нефтяная отрасль является одной из 
ключевых сфер деятельности горнодобывающей промышленности. Она 
оказывает существенное влияние на экономику государства, обеспечивая 
различные отрасли промышленного производства продуктами переработки 
нефти. Для обеспечения нормального функционирования предприятий важно 
организовать непрерывную транспортировку углеводородов с использованием 
насосных агрегатов. Данный подход позволяет определить остаточный 
ресурс насосного агрегата и провести его своевременное обслуживание до 
наступления отказа. Цель. Целью работы является обеспечение бесперебойной 
транспортировки с помощью прогностического технического обслуживания на 
основе технологии обработки большого объема данных и методов машинного 
обучения. Методы. В качестве математических моделей для определения 
остаточного ресурса насосного агрегата в данной работе использовались 
рекуррентные нейронные сети LSTM и GRU. Результаты и выводы.  
Эффективность применения модернизированных рекуррентных нейронный 
сетей была продемонстрирована при их сравнении с традиционными методами 
машинного обучения (PCR и Random Forest) на различных вариациях данных. 
Сравнительный анализ продемонстрировал значительную эффективность 
моделей на основе рекуррентных нейронных сетей, в особенности модели 
LSTM. В сравнении с PCR и Random Forest было показано улучшение 
точности прогнозирования. Среднее процентное улучшение по четырем 
метрикам составило 36,35 % и 25,21 % при использовании меньшей выборки 
(n = 10000), а также 31,86 % и 25,64 % при использовании большей выборки 
(n = 20000). Помимо этого, была предложена интеллектуальная система, 
позволяющая проводить интеллектуальный мониторинг состояния насосного 
агрегата, что позволяет снизить трудовую нагрузку на персонал.

Ключевые слова: нефтегазовая отрасль, насосный агрегат, прогно
зирование, остаточный ресурс оборудования, машинное обучение, 
рекуррентная нейронная сеть, регуляризация



110

N E W S  of  the  National  Academy  of  Sciences  of  the  Republic  of   Kazakhstan

Acknowledgments. Some of the presented results were obtained during the 
research carried out under the state assignment of the Ministry of Science and 
Education of the Russian Federation «Development of a complex of scientific and 
technical solutions in the field of intensification and optimization of processes in 
the production of biofuel compositions, ensuring the possibility of transforming 
the consumed types of energy carriers in accordance with the trends of energy 
efficiency, reducing the carbon footprint and using fuels alternative to fossil fuels», 
scientific topic FSRZ-024-0005. 

Introduction. Today, we are experiencing the Fourth Industrial Revolution, 
also known as Industry 4.0, which includes technologies such as the Internet of 
Things, cyber-physical systems, and cognitive computing. The development 
of material culture through the implementation of the ideology of the Fourth 
Industrial Revolution will depend primarily on the efficiency of production 
processes (Litvinenko, 2022). In this regard, a trend has currently emerged aimed 
at systematically replacing hard human labor with automation, including the use of 
artificial intelligence (AI). This kind of transposition ultimately allows for increased 
efficiency of production processes, reduced operating costs, and increased accuracy 
of operational decision-making.

Issues related to automation have recently been increasingly discussed by 
governments of many countries at the level of forums, congresses and conferences. 
As a result of such discussions, strategic directions are formed that determine the 
future development of the state. On July 20, 2017, the government of the People’s 
Republic of China published a plan for a program for the internal development 
of new-generation AI technologies for their subsequent implementation in the 
manufacturing sector, as well as in the public administration and defense sectors. 
On December 14, 2017, the first three-year plan to promote the development of the 
AI ​​industry was published. From this date, the formation of «smart manufacturing» 
and «smart equipment» began. Almost two years later, this development direction 
was supported by two other superpowers, the United States of America (USA) 
and the Russian Federation (RF). On February 11, 2019, the US President 
signed Executive Order No. 13859, which consolidates the country’s scientific, 
technological and economic leadership in R&D and the implementation of AI 
based on a coordinated strategy of the federal government (Selyanin, 2020). On 
October 10, 2019, the Decree of the President of the Russian Federation No. 490 
also announced the National Strategy for the Development of AI for the Period up 
to 2030. This strategy is aimed at accelerating the development of AI on a national 
scale, conducting scientific research in the field of AI, and also implies improving 
the system of training personnel in this area of ​​scientific knowledge.

According to research by Canadian scientists, it was found that a significant 
amount of money for the development and research of AI comes from two major 
participants – the USA and the RF. Looking at statistical information on the scale of 
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all countries of the world, one can conclude that funding in the field of automation, 
including using AI, is increasing. According to the forecasts of the authors of the 
study, by 2030 there will be a more than twofold increase in funding in this area 
(Fig. 1).

 
Fig.1. Forecast of changes in costs for the automation industry 

 
The data presented in Fig. 1 show that at present, the development and research of methods 

and tools for automation are relevant areas that determine the development of the digital 
economy and economic security of the modern state. 

Materials and equipment.  
The mining industry of the RF is one of the most important industries in terms of its impact 

on the economy and technical development of the state. Among the groups of mining 
industries, the oil industry occupies a key position in the financial support of the country. 
Based on the data of the Ministry of Finance, the share of oil and gas revenues for 2023 is 
about 30.9 % of all revenues of the RF. In view of this, it is advisable to ensure the 
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Pumping units are among the most important equipment that ensures the continuity of 
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continuity of production and the safety of technological operations. Optimization of pump 
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can be ineffective from the point of view of resource management. At the same time, there is 
a need to store a large number of spare parts, which also increases the costs associated with 
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The data presented in Fig. 1 show that at present, the development and research of 
methods and tools for automation are relevant areas that determine the development 
of the digital economy and economic security of the modern state.

Materials and equipment. 
The mining industry of the RF is one of the most important industries in terms 

of its impact on the economy and technical development of the state. Among the 
groups of mining industries, the oil industry occupies a key position in the financial 
support of the country. Based on the data of the Ministry of Finance, the share of oil 
and gas revenues for 2023 is about 30.9 % of all revenues of the RF. In view of this, 
it is advisable to ensure the uninterrupted operation of oil production and refining 
equipment (Chernyavskiy, 2014). In this context, the reliability and efficiency of 
the equipment comes to the fore.

Pumping units are among the most important equipment that ensures the 
continuity of processes in the oil and gas industry. Their correct operation is directly 
related to the continuity of production and the safety of technological operations. 
Optimization of pump operation is inextricably linked to the maintenance of this 
equipment. The desire to increase reliability, reduce maintenance costs (MT) and 
prevent accidents has become an important task for the industry. Statistics show 
that a significant part of the enterprise budget is spent on MT, which emphasizes the 
relevance of introducing new approaches that allow for the optimization of costs 
and ensure production efficiency.
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Today, there are two main strategies (methods) of MT: «post-factum maintenance 
after equipment failure» (hereinafter referred to as corrective maintenance) and 
«preventive equipment maintenance strategy» (hereinafter referred to as preventive 
maintenance). Touching upon each method of MT, it can be noted that they have 
significant drawbacks that do not allow them to be used as the «cornerstone» of 
modern MT. Thus, corrective maintenance has a limitation consisting in untimely 
response to equipment failures, which can lead to emergency situations and failures 
in ensuring production processes. It is also necessary to note the presence of 
unplanned downtime, which seriously affects the efficiency of production and the 
service life of equipment. Although preventive maintenance is aimed at preventing 
failures, it can sometimes encounter the fact that there is a premature replacement 
of equipment components or repair of the unit before the onset of the limit state. 
This, in turn, can be ineffective from the point of view of resource management. 
At the same time, there is a need to store a large number of spare parts, which also 
increases the costs associated with MT.

Over decades of fault diagnosis practice, vast engineering experience has 
been accumulated in identifying and analyzing machine vibration characteristics. 
Equipment specialists have already identified the causes of equipment failures and 
the mechanisms by which vibrations occur. From about 2008 to 2016, specialists 
have been actively developing the predictive maintenance (PM) methodology 
based on the signal detection and processing method by continuously monitoring 
and analyzing the equipment condition. PM integrates management strategies such 
as equipment life cycle, scheduled maintenance, inventory status, inspection, and 
lubrication, which saves MT costs on labor and spare parts. With the development 
of signal detection and processing technologies, these methods have been used to 
analyze and identify characteristic information from regularly operating equipment 
to determine the type of failure that could occur next time, as well as the time of 
its occurrence, and create a management system for MT based on the diagnostic 
results. The popularity of the method has grown, and it has significantly improved 
the efficiency of production and equipment.

The PM strategy allows, on the one hand, to minimize the waste of human and 
material resources due to excessive MT in other methods, and on the other hand, 
to identify potential safety threats in equipment operation caused by insufficient 
MT work, with special attention paid to tracking and analyzing the causes of 
malfunctions and reducing their frequency. The use of machine learning (ML) 
methods, especially artificial neural networks (ANN), allows for the accurate 
and prompt identification of potential malfunctions and maintenance only when 
necessary. In the context of cognitive computing, ANNs are an essential tool. 
Their ability to model complex phenomena has made them relevant for solving 
many problems, such as natural language processing and time series modeling. 
These tasks are important for many industrial processes, which makes the use of 
ANNs relevant in solving a number of problems. ANN-based models can also be 
used to analyze the operating parameters of pumping equipment, such as pressure, 
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temperature, and vibration, as well as predict the time ranges of failures. However, 
PM requires a certain amount of technical knowledge and a significant amount of 
human and financial resources. There is a high probability of making an incorrect 
detection of a malfunction, missing a detection, making an erroneous assessment 
or making an erroneous judgment during the verification of the actual situation. 
Limitations in technical means, in particular the speed of transmission, analysis and 
use of information, also leave their mark.

During operation, the machine generates vibration signals with unique signatures 
that change depending on its operating condition. The technical condition of key 
components such as bearing assemblies plays a key role in the safety and efficiency 
of pumps in the oil and gas industry. The reasons why rolling bearings may not 
operate normally are complex and varied. During equipment operation, rolling 
bearings are prone to plastic deformation and peeling of the metal surface of the 
separator, cracks, fatigue pitting, burning, etc., due to such difficult to detect factors 
in the early stages as fretting corrosion, fatigue wear and material fatigue, abrasive 
wear, aggravated by possible severe operating conditions of the bearings or their 
improper installation. If the rolling bearing is damaged, the accuracy, reliability 
and service life of the whole machine will be directly or indirectly affected to a 
certain extent. According to statistics, almost 30 % of failures in rotary machines 
are caused by failures of rolling bearings (Efremenkov, 2024), which leads to 
increased vibrations, impacts, shaft bending and failure of the machine as a whole. 
To prevent such failures and increase the service life of pump units, it is important 
to use effective diagnostic methods. These methods are based on one of the key 
technologies of PM, which consists in determining the remaining useful life of 
equipment (RUL) (Han, 2021). Monitoring the operating conditions of rolling 
bearings in real time allows predicting the RUL of a bearing with a certain accuracy.

Existing technologies used in most cases, such as multivariate regression 
analysis methods and other basic ML methods, demonstrate certain advantages 
(Kang, 2020; Yousuf, 2022; Shaheen, 2023). However, they also have certain 
disadvantages. For example, when using Principal Component Regression (PCR), 
this method is sensitive to outliers and noise in the sample, which are very abundant 
in bearing vibration data. Also, if there is a high correlation between the predictors, 
this can lead to a problem of multicollinearity, which makes the estimate of the 
variable weights less reliable. These phenomena can lead to model distortion and 
deterioration in forecasting accuracy (Shitikov, 2017). When using the widespread 
Random Forest method in ML, overfitting is often observed on the training set. 
This phenomenon is especially often observed when using a large number of trees 
or deep neural trees, which also imposes some limitations when using this method 
in predictive diagnostics.

At present, scientific research in the field of intelligent diagnostics of centrifugal 
pump failures mainly focuses on the methods of ML, information coding and pattern 
recognition (Konyukhov, 2024). When predicting failures of rolling bearings of 
pump units, the classical regression problem is often solved. In order to predict 
RUL, it is necessary to go through two main stages sequentially:
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1. Extraction of features. At this stage, the analysis of the vibration signals that 
arise is carried out. Depending on the area of signal origin, methods used for their 
processing are distinguished. Analysis in the frequency domain involves the use of 
the fast Fourier transform, spectral analysis methods and various methods based on 
the Fourier transform. During analysis in the time domain, the parameters of the 
root-mean-square vibration acceleration, shock pulses, excess, etc. are calculated. 
Time-frequency analysis is an extended version of frequency analysis. This method 
can use data processing methods in the form of the short-term Fourier transform, 
the Hilbert-Huang transform, the wavelet transform, etc..

2. RUL prediction. The features extracted in the first stage are used as input 
data for various ANN models. The most basic methods include the Support Vector 
Machines (SVM) and the k-Nearest Neighbors Algorithm (k-NN). Although these 
methods provide good results, they are inferior to the most accurate and productive 
deep ML methods. Currently, the most widely used ANNs for rolling bearing 
diagnostics are convolutional (CNN) and recurrent (RNN) ANNs (Nussipali, 2024).

The selection of the required algorithm and its improvement at the second 
stage of RUL forecasting is the most important procedure determining its accuracy 
and efficiency. To determine the most preferable method for forecasting RUL of 
centrifugal pump rolling bearings, it is necessary to determine the advantages and 
disadvantages of the most common models. Further actions should be aimed at 
improving the algorithm of the selected method, aimed at increasing the accuracy 
of forecasting.

Convolutional Neural Network (CNN). CNN is a typical feedforward neural 
network with a multi-layer network architecture. This ANN is similar to a biological 
neural network (nervous network) and is made to resemble the connections of 
neurons in the human brain (Shrestha, 2019). CNN has high adaptability and can 
combine multi-layer perception through structural reorganization and reduction of 
the weights of neuron connections (Shrestha, 2019; Alzubaidi, 2021).

The peculiarity of CNN is that neurons use a local method of connecting the 
network structure, namely a layer with incomplete connection and weight sharing. 
The CNN architecture allows to reduce the number of assigned weights, reduce 
the complexity of the neural network model, ensure the convenience of network 
optimization and reduce the risk of overfitting. CNN is a neural network specifically 
used to process data that can be represented as a grid structure, for example, a graph 
used to encode information associated with information from several sources. CNNs 
have achieved excellent results in various fields, such as image pattern recognition 
and classification, object detection and recognition, etc. (Lindsay, 2021).

Recurrent Neural Network (RNN). RNN is a neural network model in which 
hidden layers are connected to each other and also connected to the previous 
output, as shown in Fig. 2. If RNN is deployed in time (creating several copies of 
the recurrent network), it can be represented as a network with a feedforward signal 
distribution and shared weights (Sherstinsky, 2020). Using the Backpropagation 
Through Time method, information about a neuron at a previous point in time will 
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be connected to information about a neuron at the next point in time, thus forming a 
feedback network structure (Lillicrap, 2019). The backpropagation algorithm must 
constantly use the chain rule (the rules for differentiating a complex function). The 
activation value of the target function, depending on the hidden layer, can not only 
be transmitted to the output layer of the network, but also affect the next hidden layer.
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Table 1. Advantages and Disadvantages of Convolutional and Recurrent Neural Networks
A type of neural 
network Advantages Disadvantages

CNN

1. Suitable for processing input 
data collected from various 
sources.
2. High efficiency and noise 
reduction when processing large 
amounts of data.
3. Adaptive feature extraction and 
rational weight distribution.
4. Using spatial and temporal 
downsampling to reduce network 
parameters and the likelihood of 
overfitting.

1. To ensure high accuracy of the model, it 
is necessary to use a multi-level architecture, 
which increases the complexity of the 
network and affects its performance.
2. The need to use a large volume of data 
marked by features.
3. There is a possibility of inadequate 
behavior (distortion of results) of the neural 
network in the case of successful training, 
which can negatively affect the prediction of 
malfunctions of expensive equipment.
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RNN

1. High efficiency in processing 
data sequences of different 
lengths.
2. Possibility of dynamic 
monitoring and forecasting of 
industrial processes.
3. Good analytical ability of the 
model in analyzing data obtained 
from dynamic systems.
4. Wide applicability and higher 
accuracy in analyzing and 
forecasting time series.

1. The probability of encountering a 
vanishing or exploding gradient problem 
during training (small or large values), which 
can distort predictions or hinder training.
2. Low efficiency when processing large 
amounts of data simultaneously (parallel 
data).
3. The model has limited memory and when 
it is full, it begins to forget information about 
previous inputs.

The pump is a dynamic system, the information about the bearing units of 
which is most often presented in the form of several time series of received and 
successively accumulated data of process parameters, such as vibration speed, 
temperature of the bearing unit, etc. An increase in these parameters over time, as a 
rule, leads to a gradual failure of the rolling bearing and the pump itself. Analyzing 
these features, we can conclude that it is advisable to use the RNN model as a 
method for determining RUL. Although it is inferior to the CNN model in the 
size of the initial sample, it should nevertheless show better results on a sample of 
average size, which is justified by the specifics of the model itself.

Considering the ambiguity of existing approaches to the ML in assessing the 
technical condition of process equipment, including pump units, it is important to 
evaluate the possibility of using new methods of predictive diagnostics. In view 
of this, the purpose of this work is to expand the arsenal of ML methods used for 
predictive diagnostics using neural networks, which make it possible to improve 
the accuracy of the analysis of unstructured data on bearing unit malfunctions of 
centrifugal pumps.

Methods. Compared with other methods, particularly with the CNN method, 
the gradient of RNN is distributed not only over the spatial structure but also over 
the time channel. When the volume of calculations increases, the gradient easily 
disappears, which usually leads to a failure in model training. Each neuron in RNN 
is associated with information about the state of the previous moment, but as the 
time interval increases, the RNN network may experience Vanishing Gradient or 
Exploding Gradients problems (Muñoz-Zavala, 2024). These phenomena lead 
to the inability to update the ANN parameters, which affects the training speed 
and quality of the model. One of the solutions to this problem is to modernize the 
RNN architecture. As a result, two variants of ANN were created: LSTM (Long 
Short-Term Memory) and RNN–GRU (Gated Recurrent Unit). The LSTM network 
was proposed first, but the LSTM model is complex in shape and requires more 
time to train. To overcome these shortcomings, the GRU network was developed, 
the architecture of which is simplified, which allows to significantly increase the 
learning speed.

The LSTM architecture includes the concept of a Memory Cell, also called a 
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Cell State, and additional components called Gates. The Memory Cell replaces the 
hidden neurons used in traditional RNN systems and creates a new hidden layer. 
As shown in Fig. 3, adding a forget gate ft (memory clear), input gate it (memory 
update), and output gate ot (output) to the Memory Cell alleviates the gradient 
decay or exploding problem.
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The update gate is determined based on the state value of the previous moment 
and the input state value of the current moment. When the update gate value is 
large (close to 1), the ANN decides to keep most of the previous hidden state, 
which is useful in situations where past information is important for predicting or 
understanding the next step of the sequence, i.e., information about the previous 
moment is preserved. If the update gate value is close to 0, the ANN decides to 
update its hidden state with new information, paying less attention to what was 
learned previously, which is useful when the new input contains enough information 
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for the current prediction and the previous history is less important. Mathematically, 
this is as follows:

cell and the hidden state into a single whole, thereby optimizing the architecture, transforming 
it from three gates to a two-gate one. The GRU architecture is shown in Fig. 4. 
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In the above expressions (9)–(12): ct is a possible update of the hidden state 
vector; Wxr, Wxx, Wxc are the matrices of weights at the input of the neural network 
from the input layer to the reset gate, update gate and hidden states, respectively; 
Whr, Whx, Whc are the matrices representing the weights of the network output 
corresponding to the inputs.

In the experimental studies, we will use these modernized ANNs (LSTM and 
GRU) as the main methods for determining the RUL of pumps. At the same time, 
it is also necessary to evaluate the effectiveness of the used deep ML methods with 
classical methods such as PCR and Random Forest.

The initial data set was statistical information on the operating parameters of 
the 2NK-E200/120-210 booster pump unit. The data set contained 13 features 
distributed across the corresponding columns and 526,310 rows with an interval of 
1 minute. A fragment of the data set is presented in Table 2.

Table 2. Fragment of the dataset for neural network modeling
№ 41 42 43 44 45 46 47

Time 00:39 00:40 00:41 00:42 00:43 00:44 00:45
Frequency 33.7667 33.009 32.1974 31.93 31.635 31.3386 31.5701

Filter difference 1.0739 0.8899 0.53 0.505 0.3875 0.4366 0.4499
Pin 57.7399 56.9186 58.98 62.215 61.8021 64.4225 68.2342
Tin 29.2745 29.25 29.2255 29.201 29.1752 29.1493 29.1235
Pout 0.7452 0.7445 0.7438 0.7431 0.7424 0.7416 0.7409
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V1M 0.5749 0.5337 0.4887 0.4663 0.4442 0.4362 0.5183
V2M 1.1134 1.2951 1.0199 0.8999 0.9054 0.8704 0.9687
V1P 0.6499 0.5899 0.6833 0.725 0.8949 0.7108 0.8
V2P 0.495 0.4533 0.4975 0.49 0.5749 0.5249 0.5649
T1M 50 50 50 50 50 49.9 49.9
T2M 38.7999 38.7666 38.7 38.7 38.5999 38.5 38.4
Tоil 32.3441 32.3305 32.3168 32.3031 32.2894 32.2757 32.262

Where: Time is the date and time of taking readings from the sensor; Frequency 
is the speed of the pump rotor; Filter difference is the value of the pressure drop 
across the filter of the pump unit; Pin is the pressure of the medium at the pump 
inlet; Tin is the temperature of the medium at the pump inlet; Pout is the pressure of 
the medium at the pump outlet; V1M is the vibration velocity of the front bearing 
of the pump motor; V2M is the vibration velocity of the rear bearing of the pump 
motor; V1P is the vibration velocity of the front bearing of the pump; V2P is the 
vibration velocity of the rear bearing of the pump; T1M is the temperature of the 
front bearing of the pump motor; T2M is the temperature of the rear bearing of the 
pump motor; Tоil is the oil temperature in the bearing housing of the pump.

All ML models were tested on two datasets. In the first case, the data sample 
size n was 10,000 minute-by-minute values, and in the second case, the sample 
size n was 20,000 minute-by-minute values. The designated datasets were divided 
into two sets: training and testing. The training set was used to train and fit the 
models and contained 2,500 and 5,000 checkpoints from the dataset. The testing 
set was used to evaluate the accuracy and performance of the models and contained 
7,500 and 15,000 checkpoints, respectively. RUL prediction was made for 120 
checkpoints following the training set. After modeling, the resulting prediction was 
compared with the testing set to evaluate the accuracy.

For the modeling procedure, we use the Python language and the pandas, numpy, 
scikit-learn, statsmodels, tensorflow/keras, linearmodels, matplotlib, scipy, sklearn.
metrics, MinMaxScaler libraries from sklearn.preprocessin.

In order to evaluate and compare the effectiveness of the considered neural 
network models and compare them with classical ML methods, the following 
statistical metrics used for regression problems were determined:

– Mean Square Error (MSE): measures the standard deviation between the 
predicted values and the actual values, serves to demonstrate the forecasting 
accuracy of the methods;

– R-squared coefficient (R2): shows what percentage of the variance of the target 
variable is explained by the model. A value close to 1 indicates an accurate model;

– Mean Absolute Percentage Error (MAPE): measures the average percentage 
deviation of predictions from actual values; 

– Correlation Coefficient: measures the strength and direction of the relationship 
between predicted and actual values. The value ranges from -1 to 1, where 1 is a 
perfect positive correlation.



121

ISSN 2224-5278                                                                                                           1.2025

Additionally, we modernize the algorithms of the LSTM and GRU neural 
networks by introducing Dropout regularization into their composition. The 
Dropout method is appropriate to use to eliminate the phenomenon of overtraining. 
The basic scheme for using the Dropout method is shown in Fig. 5.
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The method shown in Fig. 5 can be characterized as a method of randomly excluding 
network nodes with a certain probability. That is, during the training process, some neuron 
nodes are selected from the neural network layer by probability 𝑝𝑝, obeying the Bernoulli 
distribution, and then temporarily discarded. During the next training, random selection is 
again made by this probability and discarded. Discard here means that the weights of the 
discarded neural nodes do not participate in the neural network calculations, including direct 
calculation and backpropagation, which also means that these weights are not updated. 

Based on the results of experimental data using a sample of statistical information on the 
parameters of the booster pump (Table 2), it was found that without using Dropout, the ANN 
is overtrained and the loss function increases (Fig. 6, a). After using Dropout-type 
regularization (Fig. 6, b), the ANN showed a decrease in the loss function and the 
achievement of optimality (reaching a plateau of the learning and validation curves on the 
graph) in a small number of training epochs, which affected the performance of both the 
LSTM and GRU neural networks. 

 

Fig.5. Graphical representation of the structure of neural networks: a – standard neural network;
 b – neural network after applying Dropout

The method shown in Fig. 5 can be characterized as a method of randomly 
excluding network nodes with a certain probability. That is, during the training 
process, some neuron nodes are selected from the neural network layer by 
probability p, obeying the Bernoulli distribution, and then temporarily discarded. 
During the next training, random selection is again made by this probability and 
discarded. Discard here means that the weights of the discarded neural nodes do 
not participate in the neural network calculations, including direct calculation and 
backpropagation, which also means that these weights are not updated.

Based on the results of experimental data using a sample of statistical information 
on the parameters of the booster pump (Table 2), it was found that without using 
Dropout, the ANN is overtrained and the loss function increases (Fig. 6, a). After 
using Dropout-type regularization (Fig. 6, b), the ANN showed a decrease in the 
loss function and the achievement of optimality (reaching a plateau of the learning 
and validation curves on the graph) in a small number of training epochs, which 
affected the performance of both the LSTM and GRU neural networks.
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Fig.6. Losses at the stages of training and testing the model: a – without using the Dropout 

method; b – with using the Dropout method 
 

Results. The experimental data results for the first sample (n = 10,000) are presented in 
Table 3. Analyzing the obtained data, we can conclude that for a smaller sample, the most 
preferable is to use a neural network of the LSTM type. Although the LSTM and GRU neural 
networks demonstrate similar good results for all metrics, LSTM has lower values of the 
mean square error and average absolute percentage deviation (MSE = 0.2906, MAPE = 
15.63 %), which indicates more accurate results in forecasting. PCR and Random Forest have 
higher MSE and MAPE values compared to recurrent networks of the LSTM and GRU types. 
They also demonstrate significantly lower values of the correlation coefficient. However, it 
should not be forgotten that these methods are simpler to implement (not a complex algorithm 
structure) compared to LSTM and GRU neural networks. 
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The LSTM method, like the GRU method, demonstrates significant results with a high 
value of the determination coefficient (R2 = 0.9993 for LTSM and R2 = 0.9994 for GRU). 
High values of the determination coefficient tell us that the used recurrent neural network 
models effectively establish dependencies when working with time series (sequential data), 
which makes them a powerful tool for forecasting. At the same time, the method has the 
lowest R2 indicator, and the Random Forest method is in second place. Lower R2 indicators 
for these methods indicate a weaker relationship between the variables of the regression 
model (68.79 % of the variance of the resulting feature is explained for PCR and 71.17 % for 
GRU). 

The results of applying the four presented forecasting methods for the second sample (n = 
20,000) are presented in Table 4. In the case of using a larger sample, the LSTM and GRU 
recurrent neural networks also demonstrate their advantage in the form of higher forecasting 
accuracy compared to a smaller sample, as well as compared to the classical PCR and 
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Results. The experimental data results for the first sample (n = 10,000) are 
presented in Table 3. Analyzing the obtained data, we can conclude that for a 
smaller sample, the most preferable is to use a neural network of the LSTM type. 
Although the LSTM and GRU neural networks demonstrate similar good results 
for all metrics, LSTM has lower values of the mean square error and average 
absolute percentage deviation (MSE = 0.2906, MAPE = 15.63 %), which indicates 
more accurate results in forecasting. PCR and Random Forest have higher MSE 
and MAPE values compared to recurrent networks of the LSTM and GRU types. 
They also demonstrate significantly lower values of the correlation coefficient. 
However, it should not be forgotten that these methods are simpler to implement 
(not a complex algorithm structure) compared to LSTM and GRU neural networks.

Table 3. Results of the quality assessment of the methods used, n = 10,000
A variation of the 

method MSE R-squared (R2) MAPE, % Correlation coefficient

LSTM 0.2906 0.9993 15.63 0.9997

GRU 0.2931 0.9994 18.53 0.9997

PCR 0.4473 0.6879 28.34 0.8313

Random Forest 0.3051 0.7117 28.97 0.912

The LSTM method, like the GRU method, demonstrates significant results with 
a high value of the determination coefficient (R2 = 0.9993 for LTSM and R2 = 
0.9994 for GRU). High values ​​of the determination coefficient tell us that the used 
recurrent neural network models effectively establish dependencies when working 
with time series (sequential data), which makes them a powerful tool for forecasting. 
At the same time, the method has the lowest R2 indicator, and the Random Forest 
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method is in second place. Lower R2 indicators for these methods indicate a weaker 
relationship between the variables of the regression model (68.79 % of the variance 
of the resulting feature is explained for PCR and 71.17 % for GRU).

The results of applying the four presented forecasting methods for the second 
sample (n = 20,000) are presented in Table 4. In the case of using a larger sample, 
the LSTM and GRU recurrent neural networks also demonstrate their advantage 
in the form of higher forecasting accuracy compared to a smaller sample, as well 
as compared to the classical PCR and Random Forest ML methods. When using 
a larger sample, there is a decrease in the standard deviation and average absolute 
percentage deviation for both recurrent neural networks (MSE = 0.2431 for LSTM, 
MSE = 0.2719 for GRU and MAPE = 5.5 for LSTM, MAPE = 6.30 for GRU). 
The improvement of the obtained results is associated with a more extensive data 
set, which provides an opportunity for more accurate training of neural network 
models. For the convenience of assessing the correlation coefficients, we will use 
the Chaddock scale. According to the analysis, it can be concluded that the LSTM 
and GRU methods, as well as the Random Forest method, have a very high strength 
of connection between variables. In addition, a less pronounced, but nevertheless 
very high strength of connection is observed in the PCR method.

Table 4. Results of the quality assessment of the methods used, n = 20,000
A variation of the 

method MSE R-squared (R2) MAPE, % Correlation 
coefficient

LSTM 0.2431 0.9995 5.5 0.9997

GRU 0.2719 0.9995 6.30 0.9996

PCR 0.3745 0.8483 15.58 0.9103

Random Forest 0.3489 0.8447 11.51 0.983

In addition to the decrease in MSE and MAPE, there is also an increase in R2 
(0.9995 for LSTM and GRU at n = 20,000, 0.9993 and 0.9994 for LSTM and GRU 
at n = 10,000). The increase in R2 and better MSE and MAPE for the LSTM neural 
network are achieved due to its ability to better adapt to complex dependencies 
in the data. GRU also shows good indicators, which allows using both presented 
methods for forecasting.

The PCR method demonstrates acceptable results with the R2 coefficient value 
of 0.8483 when using a larger sample (n = 20,000), but still yields to recurrent 
networks. This is naturally due to the fact that PCR takes into account the time 
sequence in the data worse. The Random Forest method shows improved results of 
the R2 coefficient of 0.8447 compared to the previous data set (n = 10,000). This 
is due to the fact that this method is less prone to overfitting due to its ability to 
generalize data. The strength of the relationship between the variables remains very 
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high for the LSTM and GRU methods, as indicated by the corresponding correlation 
coefficients (Table 4). An increase in the correlation coefficient for Random Forest 
from 0.912 to 0.983 indicates an increase in the strength of the relationship, which 
is associated with the adaptation of this method to working with high-dimensional 
data. The PCR method also shows an increase in the correlation coefficient from 
0.8313 to 0.9103. Changes in these indicators indicate that using a larger sample 
size has a positive effect on the quality of forecasting.

Thus, the application of these methods in practice can be realized by introducing 
neural network algorithms based on recurrent neural networks into the technological 
process of pumping the working medium by a pumping unit, forming a single 
intelligent system. At the same time, the dispatcher of the operational-dispatch 
control does not need to constantly monitor the pump performance readings and 
track certain patterns preceding its failure. The ability of recurrent neural networks 
of the LSTM and GRU type to remember the behavior of the system in various 
situations over a long period of time is capable of predicting various scenarios of 
events. At the same time, the architecture of such a system can be presented as 
a graph divided into certain levels of danger (Fig. 7). The advantages of such a 
system are the ability to conduct intelligent monitoring of the equipment condition 
without the constant involvement of the dispatcher in this process, which reduces 
the workload on personnel, as well as the ability to make a more accurate decision 
to carry out a repair procedure, which allows reducing production costs during 
equipment downtime.
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21.84 %, respectively. However, it should be noted that despite the good results of the PCR 
method, it may not provide the required forecast accuracy, especially when working with 
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Discussion of results. 
The performance evaluation of PM was conducted using four ML methods. 

Two of them are recurrent neural networks (LSTM and GRU), and the other two 
are classical ML methods (PCR and Random Forest). These methods were tested 
on samples of different sizes (n = 10,000, n = 20,000). The results of the study 
confirmed the importance of a large sample size, which improves the performance 
and stability of all methods. As a result of increasing the sample size in the second 
experiment (n = 20,000), the average forecasting accuracy by MSE of the LSTM, 
GRU, and PCR methods improved by about 13.72 %. The only exception from the 
whole variety of methods is Random Forest. An increase in the sample size led to 
an increase in the MSE indicator from 0.3051 to 0.3489.

The results of the first experiment with a smaller sample (n = 10,000) showed 
that LSTM and GRU demonstrate excellent ability to take into account the nature 
of data in conditions of its scarcity. The average percentage improvement of LSTM 
in all four metrics relative to PCR was 36.35 %. When using the GRU method, 
this value is 33.66 %. When comparing LSTM and GRU with the Random Forest 
method, the average percentage improvement is less significant and is 25.21 % and 
22.5 %, respectively. In the case of using a larger sample (n = 20,000), recurrent 
neural networks still show more accurate forecasting results. As in the previous 
experiment, the improvement in the quality indicators of the LSTM model stands 
out the most. The average percentage improvement in all four metrics relative to 
PCR was 31.86 %, relative to Random Forest – 25.64 %. For GRU, the same values 
were 28.65 % and 21.84 %, respectively. However, it should be noted that despite 
the good results of the PCR method, it may not provide the required forecast 
accuracy, especially when working with large data sets.

It was also shown that the practical implementation of predictive models in 
production is a powerful tool for improving the efficiency of maintenance. The 
implementation of predictive models for the implementation of the maintenance 
approach based on the actual condition can be achieved by introducing their 
operating algorithms into existing software. This creates a single intelligent system 
that can not only predict the time of residual operation of equipment, but also show 
the level of danger, which, in turn, allows the dispatcher to make more accurate 
decisions on further shutdown and repair of equipment.

Conclusion. 
The concepts of maintenance of pumping units are considered. It is noted that 

the corrective type of maintenance is not an optimal solution, since it is carried out 
after the equipment failure, which entails the shutdown of technological processes, 
unscheduled financial costs and increases the risk of emergency situations. In the 
context of preventive maintenance, the resource of pump elements is not taken into 
account, which prevents an adequate assessment of their current actual condition. At 
the same time, there is a high probability of equipment failure in the period between 
scheduled maintenance. Maintenance in accordance with the actual condition with 
continuous or periodic monitoring of technical condition parameters is a predictive 
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approach to maintenance based on determining the remaining resource of pump 
elements using ML methods used in predictive analytics. This type of maintenance 
allows predicting potential failures and equipment failures, allowing for urgent 
measures to be taken to repair it, which significantly reduces downtime and economic 
losses. This approach is especially critical in the conditions of highly loaded oil and 
gas industries, where even short-term downtime can lead to significant losses.

It is proposed to perform predictive diagnostics of the condition of pumping 
units using ML methods. The effectiveness of using these deep learning methods 
was studied, as well as their comparison with classical ML methods on real data 
obtained during the operation of a 2NK-E200/120-210 pump. As a result of the 
studies, it was found that recurrent networks of the LSTM and GRU types are the 
most suitable methods for the tasks of predictive diagnostics of pumping units. They 
showed high accuracy and the ability to take into account the sequential nature of 
the data. Additional implementation of the Dropout method into neural network 
algorithms showed an improvement in the quality indicators of the methods used. 
Random Forest is also of interest, especially if it is important to understand the 
impact of each feature on the forecast. PCR may be less preferable due to its limited 
ability to take into account the sequence in the data.
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