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2 Clarivate
Analytics

NAS RK is pleased to announce that News of NAS RK. Series of geology and technical
sciences scientific journal has been accepted for indexing in the Emerging Sources Citation
Index, a new edition of Web of Science. Content in this index is under consideration by
Clarivate Analytics to be accepted in the Science Citation Index Expanded, the Social
Sciences Citation Index, and the Arts & Humanities Citation Index. The quality and depth
of content Web of Science offers to researchers, authors, publishers, and institutions sets it
apart from other research databases. The inclusion of News of NAS RK. Series of geology
and technical sciences in the Emerging Sources Citation Index demonstrates our dedication
to providing the most relevant and influential content of geology and engineering sciences
to our community.

Kaszaxcman Pecnybnukacer ¥immuolx 2oiivim akademuscol « KP YA Xabapnapwr. ['eonocus
JICOHE MEXHUKANBIK RbLILIMOAD CepUsiColy &blibiMu dicypHanviubly Web of Science-min
arcayananean nycxacol Emerging Sources Citation Index-me unoexcmenyee KabulioanHeanwin
xabapaaiiovl. Byn unoexcmeny oapvicoinda Clarivate Analytics komnanuscol JHcypHAIOb
o0an api the Science Citation Index Expanded, the Social Sciences Citation Index scane the
Arts & Humanities Citation Index-xe kabuvinioay macenecin xapacmoipyoa. Webof Science
sepmmeywinep, agmopiap, 6acnawibliap MeH MeKemenepze KOHmeHnm mepenoici MeH
canacwin yeoinaowvl. KP YFA Xabapnapel. eonoeust scane mexHUKAIbIK 2bLIbIMOAP CEpUsicol
Emerging Sources Citation Index-xe enyi 0i30iy Koamoacmulx ywin ey 03eKmi dcone
6edendi eeonocus JHcoHe MEXHUKATIBIK bLILIMOAP OOUbIHULA KOHMEHMKe A0an0blebiMbI30bl

6in0ipeoi.

HAH PK coobwaem, umo nayunvii scypuan «Mseecmuss HAH PK. Cepusa ceonozuu u
MeXHUYecKux Hayk» ol npunsm 015 unoexcuposanusi 6 Emerging Sources Citation Index,
obnosnennol sepcuu Web of Science. Codeporcanue 6 3mom uHOEKCUPOBAHUL HAXOOUMCS
6 cmaouu paccmompenusi komnanuei Clarivate Analytics 0as Oanvbheuue2o npuHAmMUs
acypnana 6 the Science Citation Index Expanded, the Social Sciences Citation Index u
the Arts & Humanities Citation Index. Web of Science npednacaem xauecmeo u enyoumy
KOHmeHma O ucciedogamenell, asmopos, uzoameneii u yupedxcoeHull. Brmouenue
Uszeecmua HAH PK. Cepus ceonocuu u mexuuueckux Hayk ¢ Emerging Sources Citation
Index demoncmpupyem nauty npusepiceHHOCHb K Hauboiee akmyaibHOMY U GIUAMETbHOMY
KOHMEHMY NO 2e0102UU U MEeXHUYeCKUM HAYKAM 0I5l Haule2o coooujecmad.



BAC PEJJAKTOP

YKYPBIHOB Mypar JKypbIHy./IbI, XUMHUS FBUIBIMIAPEIHBIH TOKTOPSL, mpodeccop, KP YFA akanemuri, PKB
«Kazakcran Pecriyonukacel YTtk FouibiM akagemusicbinbiay npesuaenti, AK «/1.B. Cokonbekuii aTbIHIaFbI
OTBIH, KaTaJli3 JKOHE MICKTPOXUMHS HHCTUTYTHIHBIH» 0ac IupekTopsl (AnMarsl, Kazakcran), https://www.scopus.
com/authid/detail.uri?authorld=6602177960, https://www.webofscience.com/wos/author/record/2017489

BAC PEJAKTOP/IbIH OPBIHBACAPDI:

OBCA/IBIKOB Bakpir Hopikbaiiyibl, TexHHKa FbUIBIMAAPBIHBIH JOKTOpbI, mpodeccop, KP YFA
akagemuri, A.b. bexrypoB aTelHmarsl XUMHS FBUIBIMAApPBI HHCTHTYTHL, (AnMarsl, Kasaxcran), https:/www.
scopus.com/authid/detail.uri?authorld=6504694468, https://www.webofscience.com/wos/author/record/2411827

PEJAKIIUS AJTIKACBI:

OBCOMETOB Mouic Kyasicyabl (6ac  peaakTopiblH — OpbIHOAcapbl), I€ONOTHs-MUHEPAIOTUst
FBUIBIMIAPBIHBIH JOKTOPEI, mpodeccop, KP ¥YFA akamemuri, Y.M. Axmencadun atemparsl I'maporeomorus
JKOHE TEOdKOJIOTUsSI MHCTUTYTHIHBIH JupekTopsl, (Anmarsl, Kasakcran), https://www.scopus.com/authid/detail.
uri?authorld=56955769200, https://www.webofscience.com/wos/author/record/1937883

7KOJITAEB I'epoii KoJrraiiyJibl, reonorusi-MIHHEPAIOryst FRITBIMAAPBIHBIH TOKTOPHI, ipodeccop, KP YFA
KypMeTTi axazemuri, (Ammarsl, Kasakcran), https:/www.scopus.com/authid/detail.uri?authorld=57112610200,
https://www.webofscience.com/wos/author/record/1939201

CHOY J[Ipumen, PhD, xaysivmpacteipeurran mpodeccop, HeOpacka yruBepcureriniy Cy FhUIBIMIaphI
3epTxaHacbiHblH  aupekropel,  (HeOpacka  mrarer, — AKIH),  https://www.scopus.com/authid/detail.
uri?authorld=7103259215, https://www.webofscience.com/wos/author/record/1429613

3EJIBTMAHH Paiimap, PhD, Xep Typassl rpuibiMaap OemiMiHIH METPOTIOrHs JKOHE Maiaansl Kazdamap
KeH OPBIHIApHI CallaCBIHIAFEI 3epTTeyNIepiHiy jxerekurici, Taburu Tapux Mypakaitsl, (Jlonnon, ¥isiopuranus),
https://www.scopus.com/authid/detail.uri?authorld=55883084800,  https://www.webofscience.com/wos/author/
record/1048681

MNAH®WJIOB Muxaua bBopucoBny, TexHHKAa FBUIBIMIAPHIHBIH JOKTOpbI, HaHCH yHHBEpCHTETIHIH
npodeccopsr, (Hancu, @pannust), https:// www.scopus.com/authid/detail.uri?authorld=7003436752, https://www.
webofscience.com/wos/author/record/1230499

IIEH IIun, PhD, KpiTail reonorusyiblK KOFAaMbIHBIH Tay-KeH T'€OJOTHSICH KOMUTETI JUPEKTOPBIHBIH
opbIHOacapbl, AMEpPHKAHIBIK JKOHOMHKAIBIK T'COJOrTap KaybIMAACTHIFBIHBIH Mymieci, (Beibxin, Kpirail),
https://www.scopus.com/authid/detail.uri?authorld=57202873965,  https://www.webofscience.com/wos/author/
record/1753209

OUUIEP Axceas, KaybIMIacThIpsLIFaH npodeccop, PhD, /lpe3nen TexHuKanbIK yHUBEpcHTeTi, ([pesneH,
Bepmun),  https://www.scopus.com/authid/detail.uri?authorld=35738572100, https://www.webofscience.com/
wos/author/record/2085986

ATABEKOB Buagumup EHoxoBHY, XUMUsI FBUIBIMIAPBIHBIH JOKTOPEI, benapycs ¥FA akagemuri, XKana
Marepuaigap XUMHSICHI MHCTUTYTHIHBIH KypMeTTi aupekropsl, (Munck, Bemapycsk), https:/www.scopus.com/
authid/detail.uri?authorld=7004624845

KATAJIMH Credan, PhD, xaysiMpacteipsurran mnpodeccop, TexuukamsKk yHuBepcureTi ([[pesnew,
I'epmanus), https://www.scopus.com/authid/detail.uri?authorld=35203904500, https://www.webofscience.com/
wos/author/record/1309251

CAFBIHTAEB ‘Kanaii, PhD, xaysimaacteipsuiran npodeccop, HasapbaeB yHuBepcureri (Acrtawa,
Kasakctan), https://www.scopus.com/authid/detail.uri?authorld=57204467637, https://www.webofscience.com/
wos/author/record/907886

®PATTUHU IMaoao, PhD, xaysivpacteipsurran mpodeccop, bukokk Mmuman ynusepcuteti, (Muman,
Wranus), https://www.scopus.com/authid/detail.uri?authorld=56538922400

HYPIIEUICOBA Map:xaun Baiicankbi3bl — TexHuKa reutbIMaapbiHbIH JOKTOpBI, K.M. CoTOaeB aThiHIaFb!
Ka3zaky/iITTeIK3epTTey TEXHUKAIBIKyHIUBEpCUTEeTiHIHTpodeccopsl, (Anmarsl, Kasakcran), https:/www.scopus.com/
authid/detail.uri?authorld=57202218883,  https://www.webofscience.com/wos/author/record/AAD-1173-2019

PATOB Bopan6aii Toiidacapy/ibl, TeXHHKa FBUIBIMAAPBIHBIH JOKTOPBI, mpodeccop, «leodusmka sxoHe
celicmonorus» Kadenpacebly MeHrepymrici, K.M. CorGaeB arbiHmarsl Ka3ak YITTHIK 3epTTey TEXHHKAIBIK
yHuBepeuteti, (Anmarsl, Kasakcran), https://www.scopus.com/authid/detail.uri?authorld=55927684100, https://
www.webofscience.com/wos/author/record/1993614

POHHU Bepuarccon, Jlynn yuuepcureriniy Tasty LIBIFbICTBI HEPCIEKTUBANBI 3€PTTEY OPTAJBIFHIHBIH
npodeccopsl, JIyHI yHHBEpCUTETIHIH TONBIK KypcTsl mpodeccopsl, (IIBemus), https://www.scopus.com/authid/
detail.uri?authorld=7005388716, https://www.webofscience.com/wos/author/record/1324908

MMUPJIAC Baagumup, ApHdib yHHBEPCUTETiHIH X UMISIIBIK HEKCHEepHs (paKyIbTeTi skoHe LIIBIFbIC FRUTBIME-
3eprrey opranbirbl, (M3pawis), https://www.scopus.com/authid/detail.uri?authorld=8610969300, https:/www.
webofscience.com/wos/author/record/53680261

«KP ¥FA» PKB Xa6apaapsl. I'eo10rus #oHe TeXHUKAJBIK FBLIBIMAAP CEPHSCHI».
ISSN 2518-170X (Online),
ISSN 2224-5278 (Print)
Menikreyi: «Kazakcran PecriyonukachiHbIH YIITTHIK FBUTBIM akageMusicb» PKB (AnMars K. ).
Kaszakcran PecrnyOnukachiHblH AKnapar J>koHE KOFAMIBIK JaMy MHHHCTDPIIMiHIH AKmapar KOMHTETiHJIe
29.07.2020 x. 6epinren Ne KZ39VPY 00025420 mep3iMaik 6acbuIbIM TipKeyiHe KOHbUTY Typallbl KyalliK.
TaKBIPBINTHIK OAFBITHL: [ eonoaus, eudpozeonoaus, 2eoepapus, may-KeH icl, MYHail, 2az jHcane Memanoapobvly
XUMUATBIK MEXHON02UANADb
Mep3iMaiiri: )KbUIbIHA 6 PET.
Tupaxsr: 300 nana.
Pepakuusnbig MekeH-kaibl: 050010, Anmarsi K., [lleBuenko xemr., 28, 219 Geur., ten.: 272-13-19
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IJTABHBIA PEJAKTOP

JKYPUHOB Mypar ’KypuHoBHY, JOKTOp XUMHYECKHX HayK, npodeccop, akanemuk HAH PK, npesunent
POO HauunonanbHoii akagemun Hayk Pecriyonuku Kaszaxcran, renepanbhbiii tupekrop AO «MHCTUTYT TOTUINBA,
karanmsa u snekrpoxumun uM. J[.B. Coxonbsckoro» (Anmarsl, Kazaxcran), https://www.scopus.com/authid/detail.
uri?authorld=6602177960, https://www.webofscience.com/wos/author/record/2017489

3AMECTHUTEJIb ITTABHOI'O PEJAKTOPA

ABCAJIBIKOB Baxeit Hapuk6aeBu4, JOKTOp TEXHMYECKHMX Hayk, npodeccop, akazemuk HAH PK,
Wuctutyt xuMmudecknx Hayk uM. A.B. Bekryposa (Anmarsl, Kazaxcran), https://www.scopus.com/authid/detail.
uri?authorld=6504694468, https://www.webofscience.com/wos/author/record/2411827

PEJAKIIMOHHAS KOJIJIET' ASI:

ABCAMETOB Mauuc KyabicoBuy, (3amMecTuTelb IVIABHOTO — pPEJAaKTOpa), JOKTOP  I'eoJIoro-
MHHEPAIOrHIeCKHX HayK, mpogeccop, akagemuk HAH PK, mupexrop MHCTHTYTa rTHAPOTE0IOTHI U F€0IKOIOTHI
um. Y.M. Axmencaduna (Anmarsr, Kasaxcran), https://www.scopus.com/authid/detail.uri?authorld=56955769200,
https://www.webofscience.com/wos/author/record/1937883

YKOJITAEB I'epoii ’KosrraeBu4, 1OKTOp re0I0rOMHHEPATOTHYECKUX HAYK, TPOdeccop, MOUETHBIH aKaIeMUK
HAH PK (Anmarsl, Kazaxcran), https://www.scopus.com/authid/detail.uri?authorld=57112610200, https://www.
webofscience.com/wos/author/record/1939201

CHOY Jpumnen, PhD, acconunpoBanusil npogeccop, aupexrop JlabopaTropuu BOXHEIX HayK YHUBEpCHTETa
Heb6packu (mrar HeGpacka, CLIA), https://www.scopus.com/authid/detail.uri?authorld=7103259215, https:/
www.webofscience.com/wos/author/record/1429613

3EJBTMAHH Paiimap, PhD, pykoBomutenb HCCIEIOBaHUi B 00JIACTH METPOJIOTMU U MECTOPOXKICHHM
MOJIe3HBIX UCKoTlaeMbIX B Otjiene Hayk o 3emie Mysest ecrectBernHol uctopun (JIonaoH, Aurms), https://www.
scopus.com/authid/detail.uri?authorld=55883084800, https://www.webofscience.com/wos/author/record/104868 1

MMAH®WJIOB Muxana BopucoBuy, 10KTop TeXHUUECKUX Hayk, Ipodeccop Yuusepcutera Hancu (Hancn,
Opannust), https://www.scopus.com/authid/detail.uri?authorld=7003436752, https://www.webofscience.com/
wos/author/record/1230499

IIEH Iun, PhD, 3amecturens aupexropa Komurera 1no ropHoil reosnoruu Kurtaickoro reojaoruueckoro
obmecTBa, WieH AMEPUKAHCKOH accoruanuy skoHoMmdeckux reosoros (Ilexwn, Kuraif), https://www.scopus.
com/authid/detail.uri?authorld=57202873965, https://www.webofscience.com/wos/author/record/1753209

@OUIIEP Axkcens, accounupoBanHbiii npopeccop, PhD, texuudeckuii yuusepcurer Jpesnen ([pesueH,
Bepmun),  https://www.scopus.com/authid/detail.uri?authorld=35738572100,  https://www.webofscience.com/
wos/author/record/2085986

ATABEKOB Buaagumup EHokoBHY, JOKTOp XMMHYecKuX Hayk, akagemMuk HAH Benapycu, nouerHsiii
mupexTop MHcTHTyTa XMMHH HOBBIX MarepuanoB (Munck, bemapycs), https://www.scopus.com/authid/detail.
uri?authorld=7004624845

KATAJIMH Credan, PhD, accoummmposanusii npodeccop, Texumueckuil ynusepcuteT ([lpesnen,
I'epmanus), https://www.scopus.com/authid/detail.uri?authorld=35203904500, https://www.webofscience.com/
wos/author/record/1309251

CAI'MHTAEB Kanaii, PhD, accorunpoanusiii npodeccop, Hazapoaes ynusepcurer (Acrana, Kasaxcran),
https://www.scopus.com/authid/detail.uri?authorld=57204467637 , https://www.webofscience.com/wos/author/
record/907886

®PATTHUHMU Ilaoao, PhD, acconumposanusii npodeccop, Munanckuii yausepcurer bukokk (Mman,
Uramus),  https://www.scopus.com/authid/detail.uri?authorld=56538922400 HYPIIEMCOBA  Map:kan
BaiicaHoBHAa — JOKTOp TEeXHHYECKHX Hayk, Ipodeccop Kazaxckoro HammoHanbHOro mccienoBaTelIbCKOro
Texuuueckoro ynusepcutera um. K.M. Carnaea, (Anmarsl, Kazaxcran), https://www.scopus.com/authid/detail.
uri?authorld=57202218883, https://www.webofscience.com/wos/author/record/ AAD-1173-2019

PATOB Bopan6aii ToiidacapoBu4, TOKTOp TEXHHYECKHX HaykK, mpodeccop, 3aBemyromuii kadeapoit
«T'eom3uka u ceiicmonorusy, Kasaxckuil HannoHansHbIN HCClIeOBATENIbCKUN TEXHHYECKHH YHUBEPCUTET M.
K.W. Carmaesa, (Anmarsl, Kasaxcran), https://www.scopus.com/authid/detail.uri?authorld=55927684100, https://
www.webofscience.com/wos/author/record/1993614

POHHMU Bepuarccon, IIpopeccop LleHTpa nepcreKTBHbIX OIMKHEBOCTOUYHBIX HCCIEeA0BaHUN JIyHACKOTO
yHuBepcHuTeTa, npodeccop (monuslii kype) Jlymnckoro ymmusepcurera, (IlIBemus), https://www.scopus.com/
authid/detail.uri?authorld=7005388716 , https://www.webofscience.com/wos/author/record/1324908

MUPJIAC Baagumup, DaxynsreT XUMHUECKOH HHXKEHEPHH U BOCTOUHBIN HayYHO-HCCIIENOBATEIbCKUIT
ueHtp, Yuusepcuter Apwousi, (M3pawmns), https://www.scopus.com/authid/detail.uri?authorld=8610969300,
https://www.webofscience.com/wos/author/record/53680261

«H3Bectust POO «<HAH PK». Cepusi reo/1oruy M1 TeXHHYECKHX HAYK».
ISSN 2518-170X (Online),
ISSN 2224-5278 (Print)
CobctBennuk: Pecrybnikanckoe oodiecTBeHHOe o0benHenne «HarronanpHas akagemus Hayk PecryOnuku
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CBUJIETEIECTBO O IIOCTAHOBKE HA YydYeT IIEPHOAMYECKOro IredaTHoro u3fgaHus B Komurere wnHbOpManmu
MumnuncteperBa HHbOpManuK U oOUIeCTBeHHOro pas3BuTusi PecnyOmuku Kaszaxcran Ne KZ39VPY00025420,
BbIanHoOe 29.07.2020 .
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EDITOR-IN-CHIEF

ZHURINOV Murat Zhurinovich , Doctor of Chemical Sciences, Professor, Academician of NAS RK,
President of National Academy of Sciences of the Republic of Kazakhstan, RPA, General Director of JSC "
D.V. Sokolsky Institute of Fuel, Catalysis and Electrochemistry " (Almaty, Kazakhstan), https://www.scopus.com/
authid/detail.uri?authorld=6602177960, https://www.webofscience.com/wos/author/record/2017489

DEPUTY EDITOR-IN-CHIEF

ABSADIKOV Bakhyt Narikbaevich, Doctor of Technical Sciences, Professor, Academician of NAS RK,
A.B. Bekturov Institute of Chemical Sciences (Almaty, Kazakhstan), https://www.scopus.com/authid/detail.
uri?authorld=6504694468, https://www.webofscience.com/wos/author/record/2411827

EDITORIAL BOARD:

ABSAMETOV Malis Kudysovich, (Deputy Editor-in-Chief), Doctor of Geological and Mineralogical
Sciences, Professor, Academician of NAS RK, Director of the Akhmedsafin Institute of Hydrogeology and
Geoecology (Almaty, Kazakhstan), https://www.scopus.com/authid/detail.uri?authorld=56955769200, https://
www.webofscience.com/wos/author/record/1937883

ZHOLTAEYV Geroy Zholtaevich, Doctor of Geological and Mineralogical Sciences, Professor, Honorary
Academicianof NAS RK (Almaty, Kazakhstan), https://www.scopus.com/authid/detail.uri?authorld=57112610200,
https://www.webofscience.com/wos/author/record/1939201

SNOW Daniel, PhD, Associate Professor, Director, Aquatic Sciences Laboratory , University of Nebraska
(Nebraska, USA), https://www.scopus.com/authid/detail.uri?authorld=7103259215, https://www.webofscience.
com/wos/author/record/1429613

SELTMANN Reimar, PhD, Head of Petrology and Mineral Deposits Research in the Earth Sciences
Department, Natural History Museum (London, England), https://www.scopus.com/authid/detail.
uri?authorld=55883084800, https://www.webofscience.com/wos/author/record/1048681

PANFILOV Mikhail Borisovich, Doctor of Technical Sciences, Professor at the University of Nancy
(Nancy, France), https://www.scopus.com/authid/detail.uri?authorld=7003436752, https://www.webofscience.
com/wos/author/record/1230499

SHEN Ping, PhD, Deputy Director of the Mining Geology Committee of the Chinese Geological Society,
Member of the American Association of Economic Geologists (Beijing, China), https://www.scopus.com/authid/
detail.uri?authorld=57202873965 , https://www.webofscience.com/wos/author/record/1753209

FISCHER Axel, PhD, Associate Professor, Technical University of Dresden (Dresden, Berlin), https:/www.
scopus.com/authid/detail.uri?authorld=35738572100, https://www.webofscience.com/wos/author/record/2085986
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authid/detail.uri?authorld=7004624845

CATALIN Stefan, PhD, Associate Professor, Technical University of Dresden, Germany, https://www.scopus.
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Jay Sagin, PhD, Associate Professor, Nazarbayev University (Astana, Kazakhstan), https://www.scopus.com/
authid/detail.uri?authorld=57204467637 , https://www.webofscience.com/wos/author/record/907886

FRATTINI Paolo, PhD, Associate Professor, University of Milano - Bicocca (Milan, Italy), https:/www.
scopus.com/authid/detail.uri?authorld=56538922400

NURPEISOVA Marzhan Baysanovna — Doctor of Technical Sciences, Professor of Satbayev University,
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webofscience.com/wos/author/record/AAD-1173-2019

RATOYV Boranbay Toybasarovich , Doctor of Technical Sciences, Professor, Head of the Department of
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uri?authorld=55927684100, https://www.webofscience.com/wos/author/record/1993614
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Abstract: Relevance. The oil industry is one of the key areas of the mining
industry. It has a significant impact on the economy of the state, providing various
branches of industrial production with oil refining products. To ensure the normal
functioning of enterprises it is important to organise continuous transportation
of hydrocarbons using pumping units. This approach allows to determine the
residual life of the pump unit and to carry out its timely maintenance before failure.
Objective. The aim of the work is to ensure uninterrupted transportation by means
of predictive maintenance based on big data processing technology and machine
learning methods. Methods. Recurrent neural networks LSTM and GRU were used
as mathematical models to determine the residual life of the pump unit in this paper.
Results and Conclusions. The effectiveness of the modernised recurrent neural
networks was demonstrated by comparing them with traditional machine learning
methods (PCR and Random Forest) on different data variations. The comparative
analysis demonstrated the significant performance of recurrent neural network
based models, especially the LSTM model. An improvement in prediction accuracy
was shown in comparison with PCR and Random Forest. The average percentage
improvement in the four metrics was 36.35 % and 25.21 % using a smaller sample
(n=10000), and 31.86 % and 25.64 % using a larger sample (n =20000).

Keywords: oil and gas industry, pumping unit, forecasting, remaining equipment
life, machine learning, recurrent neural network, regularization.
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AHHoTanms. Ozexminiei. MyHall callackl Tay-KeH OHEPKICiOl KBI3METiHIH
HeTi3ri cananapelHblH Oipi. OJ ©HEpKACINTIK eHIIpIiCTiH OpTYpii cajajapbiH
MYHail OHJICY OHIMJIEPIMEH KaMTaMachl3 eTe OTHIPHIN, MEMIIEKET YKOHOMHUKAChIHA
aliTapibeIkTai ocep etesi. KocinopsIHaapapH KaJIbITH )KYMBIC iCTEYiH KaMTaMachl3
€Ty YIIIH COPFhI KOHJBIPFBIIAPHIH KOJJAaHA OTBIPHIN, KOMIPCYTEKTEpPAl Y3HIKCi3
TachIMalIaylbl YUBIMAACTHIPY MaHBI3ABL. BYJ TOCI COPFBI KOHIBIPFBHICBIHBIH
KaJIJIBIK PEeCypChIH aHBIKTayFa JKOHE ICTEH IIBIKKAHFa JICHIH YaKThUIbl KbI3MET
KepceTyre MYMKiHIIK Oepeni. JKYMBICTBIH Mmakcamsl — YIKEH KOIeMIeTi
JepeKTep/li OHICY TEXHOJIOTUSACH MEH MAITMHAIIBIK OKBITY SJIiICTepiHE HETi3AeNTeH
OOoDKaMIBl TEXHUKAJBIK KBI3MET KOPCETY apKbUIBI Y3IIKCi3 TachIMalayiabl
KaMTaMachl3 €Ty. byi JKyMBICTa COpPFBI KOHJBIPFBICHIHBIH KaJJBIK PECYpPCHIH
aHBIKTAy YIIIH MaTeMaTHKAJIbIK MOJEIBJACP PETiHJe KalTalaHaThH Istm >koHe
Gru HeHpOHJBIK JKelnijepi KONIAHBUIABL. Homuoicenep Mmer KOpbimblHOLIAD.
KanapThutFaH KalTalaHAThIH KOJJAHY THIMJIUTITT HEHPOHABIK KeJiiep IoCTypii
Mammnaneik okbITy omicrepiMmern (PCR xone Random Forest) nmepexrepnin
OpTYpITi BapHalUsIapbIMEH CANBICTHIPBUILINT KopceTinmi. CaapICThIpMalbl Taay
KaliTaJaHaThIH HEHPOH/IBIK *Keminepre, ocipece LSTM monenbaepine HerizaenreH
MOJISNBIIEP/IiH alTapinbiKTail THiMainirin kepcerti. PCR xone Random Forest-
MeH CaBICTBIpFaHaa OOJDKay MONITIHIH JKaKcapFaHbl TOPT METpHKa OOMBIHINIA
oprama maub3AbIK XKakcapy 36,35% sxone 25,21% Oonapl, Kimiripim yiriai
konmanranaa (N = 10000), an ynkeH yiriHi konnaaraaga 31,86% xone 25,64% (N
=20000). ConbIMeH Katap, COPFbI KOHIBIPFBICHIHBIH KaFIaiibIHa HHTEIUICKTYaIl bl
MOHHTOPHUHT KYPri3yre MYMKIiHJIK OEpeTiH MHTEJUIEKTYaJ/Ibl KYie YCHIHBLIIBI,
OyJ1 KbI3METKepiIepre eHOeK KYKTeMECiH a3alTyFa MyMKIiHIIK Oeperti.

Tyiiin ce3mep: MyHaii-ra3 eHepKaciOi, COPFbI KOHABIPFBICH, OOIKay, KaiFaH
KaOIBIKTHIH KBI3MET €Ty Mep3iMi, MalllMHAHbI OKBITY, KalTallaHATBIH HEHPOH/IBIK
Kelli, peryspu3alsl.
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AuHoTamusl. Axmyarvbnocms. HedTsiHas oTpacip sIBISETCS OAHOM U3
KIIIOUEBBIX Cdep MesITeIbHOCTH TOPHOAOOBIBaIONICH mNpoMblinuieHHOCTH. OHa
OKa3bIBaCT CYIIECTBEHHOE BJIMSHUE HA 3KOHOMHUKY TOCYIapCTBa, oOecredrBast
pa3M4HbIe OTPACIM MPOMBIIUICEHHOTO MPOM3BOACTBA MPOAYKTaAMH TepepadoTKu
HedTu. [y obecneyeHnss HOpMaTBLHOTO (PYHKIIHOHUPOBAHUS IPEANIPUSTHIA BaKHO
OpTaHU30BaTh HEMIPEPHIBHYIO TPAHCIIOPTUPOBKY YITIEBOJOPOIOB C HCIIONb30BaHUEM
HAaCOCHBIX arperaroB. JlaHHBIA IOAXOJX IO3BOJIIET OIPEAEIUTh OCTATOYHBIN
pecypc HaCOCHOTO arperara M MPOBECTH €ro CBOCBPEMEHHOE OOCTY)KMBAaHHE JI0
HACTYIUICHUs 0TKa3a. [[enn. Llenbro paboThl siisieTcst oOecnieueHue becrepeOoiiHon
TPaHCHOPTUPOBKH C TOMOIIBIO POTHOCTHYECKOTO TEXHUUECKOT0 00CTY KUBaHHS HA
OCHOBE TEXHOJIOTUU 00pabOTKH OOJIBIIOT0 00beMa JaHHBIX U METOJI0B MAIIMHHOTO
oOyueHus. Memoovl. B xadecTBe mMareMaTHUECKUX MOJENCH JUIsl OnpeaeieHust
OCTaTOYHOTO pecypca HACOCHOTO arperara B JaHHOH paboTe HMCIONb30BAIUCH
pexyppentHbie Hedponnele ceth LSTM u GRU. Pesynomamur u 66160001
D¢ deKTHBHOCTh MPUMEHEHHS MOJCPHU3UPOBAHHBIX PEKYPPEHTHBIX HEHUPOHHBIN
cerel OblJ1a NPOAEMOHCTPUPOBAHA IPH MX CPABHEHUH C TPAIUIIMOHHBIMU METOAaMHU
mamuHaoro o0y4enus (PCR n Random Forest) Ha pa3nn4HbIX Bapuanusx J1aHHbBIX.
CpaBHUTENBHBIN aHAU3 NPOAEMOHCTPUPOBAN 3HAYUTENBHYIO 3(P(EeKTUBHOCTD
MOJIeJIell Ha OCHOBE PEKYPPEHTHBIX HEHPOHHBIX CETEH, B OCOOCHHOCTH MOJICIIU
LSTM. B cpaBuenun ¢ PCR u Random Forest Obuio moka3zaHo yiydllieHUE
TOYHOCTH TpOrHOo3upoBaHusi. CpelnHee NPOLEHTHOE YIy4YLIEHHE MO YEThIpeM
MeTpuKam coctaBuio 36,35 % u 25,21 % npu ucnonb30BaHUU MEHBIIEH BEIOOPKU
(n =10000), a Taxxe 31,86 % u 25,64 % npu UCIOIL30BAHMH OONbLICH BEIOOPKU
(n = 20000). ITomumo 3TOTrO, OBLTA TpEAJOKEHA HHTEIJICKTyajbHas CHUCTEMA,
MO3BOJISAIOLIAS IPOBOIUTH UHTEIJICKTYaIbHBI MOHUTOPUHT COCTOSIHUSI HACOCHOTO
arperara, 4To M03BOJISIET CHU3UTh TPYAOBYIO HArpy3Ky Ha MEPCOHAL.

KioueBble cjoBa: HedrerazoBas oTpacib, HACOCHBIM arperar, MPOTHO-
3UpPOBaHME, OCTAaTOYHBIA pecypc O0OOpYIOBaHMs, MalIMHHOE OOydeHHe,
PEKyppeHTHasi HEHPOHHAS CETh, PErYIIIpH3aLUs
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Introduction. Today, we are experiencing the Fourth Industrial Revolution,
also known as Industry 4.0, which includes technologies such as the Internet of
Things, cyber-physical systems, and cognitive computing. The development
of material culture through the implementation of the ideology of the Fourth
Industrial Revolution will depend primarily on the efficiency of production
processes (Litvinenko, 2022). In this regard, a trend has currently emerged aimed
at systematically replacing hard human labor with automation, including the use of
artificial intelligence (Al). This kind of transposition ultimately allows for increased
efficiency of production processes, reduced operating costs, and increased accuracy
of operational decision-making.

Issues related to automation have recently been increasingly discussed by
governments of many countries at the level of forums, congresses and conferences.
As a result of such discussions, strategic directions are formed that determine the
future development of the state. On July 20, 2017, the government of the People’s
Republic of China published a plan for a program for the internal development
of new-generation Al technologies for their subsequent implementation in the
manufacturing sector, as well as in the public administration and defense sectors.
On December 14, 2017, the first three-year plan to promote the development of the
Al industry was published. From this date, the formation of «smart manufacturing»
and «smart equipment» began. Almost two years later, this development direction
was supported by two other superpowers, the United States of America (USA)
and the Russian Federation (RF). On February 11, 2019, the US President
signed Executive Order No. 13859, which consolidates the country’s scientific,
technological and economic leadership in R&D and the implementation of Al
based on a coordinated strategy of the federal government (Selyanin, 2020). On
October 10, 2019, the Decree of the President of the Russian Federation No. 490
also announced the National Strategy for the Development of Al for the Period up
to 2030. This strategy is aimed at accelerating the development of Al on a national
scale, conducting scientific research in the field of Al, and also implies improving
the system of training personnel in this area of scientific knowledge.

According to research by Canadian scientists, it was found that a significant
amount of money for the development and research of Al comes from two major
participants — the USA and the RF. Looking at statistical information on the scale of

110



ISSN 2224-5278 1.2025

all countries of the world, one can conclude that funding in the field of automation,
including using Al, is increasing. According to the forecasts of the authors of the
study, by 2030 there will be a more than twofold increase in funding in this area

(Fig. 1).
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Fig.1. Forecast of changes in costs for the automation industry

The data presented in Fig. 1 show that at present, the development and research of
methods and tools for automation are relevant areas that determine the development
of the digital economy and economic security of the modern state.

Materials and equipment.

The mining industry of the RF is one of the most important industries in terms
of its impact on the economy and technical development of the state. Among the
groups of mining industries, the oil industry occupies a key position in the financial
support of the country. Based on the data of the Ministry of Finance, the share of oil
and gas revenues for 2023 is about 30.9 % of all revenues of the RF. In view of this,
it is advisable to ensure the uninterrupted operation of oil production and refining
equipment (Chernyavskiy, 2014). In this context, the reliability and efficiency of
the equipment comes to the fore.

Pumping units are among the most important equipment that ensures the
continuity of processes in the oil and gas industry. Their correct operation is directly
related to the continuity of production and the safety of technological operations.
Optimization of pump operation is inextricably linked to the maintenance of this
equipment. The desire to increase reliability, reduce maintenance costs (MT) and
prevent accidents has become an important task for the industry. Statistics show
that a significant part of the enterprise budget is spent on M T, which emphasizes the
relevance of introducing new approaches that allow for the optimization of costs
and ensure production efficiency.
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Today, there are two main strategies (methods) of MT: «post-factum maintenance
after equipment failure» (hereinafter referred to as corrective maintenance) and
«preventive equipment maintenance strategy» (hereinafter referred to as preventive
maintenance). Touching upon each method of MT, it can be noted that they have
significant drawbacks that do not allow them to be used as the «cornerstone» of
modern MT. Thus, corrective maintenance has a limitation consisting in untimely
response to equipment failures, which can lead to emergency situations and failures
in ensuring production processes. It is also necessary to note the presence of
unplanned downtime, which seriously affects the efficiency of production and the
service life of equipment. Although preventive maintenance is aimed at preventing
failures, it can sometimes encounter the fact that there is a premature replacement
of equipment components or repair of the unit before the onset of the limit state.
This, in turn, can be ineffective from the point of view of resource management.
At the same time, there is a need to store a large number of spare parts, which also
increases the costs associated with MT.

Over decades of fault diagnosis practice, vast engineering experience has
been accumulated in identifying and analyzing machine vibration characteristics.
Equipment specialists have already identified the causes of equipment failures and
the mechanisms by which vibrations occur. From about 2008 to 2016, specialists
have been actively developing the predictive maintenance (PM) methodology
based on the signal detection and processing method by continuously monitoring
and analyzing the equipment condition. PM integrates management strategies such
as equipment life cycle, scheduled maintenance, inventory status, inspection, and
lubrication, which saves MT costs on labor and spare parts. With the development
of signal detection and processing technologies, these methods have been used to
analyze and identify characteristic information from regularly operating equipment
to determine the type of failure that could occur next time, as well as the time of
its occurrence, and create a management system for MT based on the diagnostic
results. The popularity of the method has grown, and it has significantly improved
the efficiency of production and equipment.

The PM strategy allows, on the one hand, to minimize the waste of human and
material resources due to excessive MT in other methods, and on the other hand,
to identify potential safety threats in equipment operation caused by insufficient
MT work, with special attention paid to tracking and analyzing the causes of
malfunctions and reducing their frequency. The use of machine learning (ML)
methods, especially artificial neural networks (ANN), allows for the accurate
and prompt identification of potential malfunctions and maintenance only when
necessary. In the context of cognitive computing, ANNs are an essential tool.
Their ability to model complex phenomena has made them relevant for solving
many problems, such as natural language processing and time series modeling.
These tasks are important for many industrial processes, which makes the use of
ANN s relevant in solving a number of problems. ANN-based models can also be
used to analyze the operating parameters of pumping equipment, such as pressure,
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temperature, and vibration, as well as predict the time ranges of failures. However,
PM requires a certain amount of technical knowledge and a significant amount of
human and financial resources. There is a high probability of making an incorrect
detection of a malfunction, missing a detection, making an erroneous assessment
or making an erroneous judgment during the verification of the actual situation.
Limitations in technical means, in particular the speed of transmission, analysis and
use of information, also leave their mark.

During operation, the machine generates vibration signals with unique signatures
that change depending on its operating condition. The technical condition of key
components such as bearing assemblies plays a key role in the safety and efficiency
of pumps in the oil and gas industry. The reasons why rolling bearings may not
operate normally are complex and varied. During equipment operation, rolling
bearings are prone to plastic deformation and peeling of the metal surface of the
separator, cracks, fatigue pitting, burning, etc., due to such difficult to detect factors
in the early stages as fretting corrosion, fatigue wear and material fatigue, abrasive
wear, aggravated by possible severe operating conditions of the bearings or their
improper installation. If the rolling bearing is damaged, the accuracy, reliability
and service life of the whole machine will be directly or indirectly affected to a
certain extent. According to statistics, almost 30 % of failures in rotary machines
are caused by failures of rolling bearings (Efremenkov, 2024), which leads to
increased vibrations, impacts, shaft bending and failure of the machine as a whole.
To prevent such failures and increase the service life of pump units, it is important
to use effective diagnostic methods. These methods are based on one of the key
technologies of PM, which consists in determining the remaining useful life of
equipment (RUL) (Han, 2021). Monitoring the operating conditions of rolling
bearings in real time allows predicting the RUL of a bearing with a certain accuracy.

Existing technologies used in most cases, such as multivariate regression
analysis methods and other basic ML methods, demonstrate certain advantages
(Kang, 2020; Yousuf, 2022; Shaheen, 2023). However, they also have certain
disadvantages. For example, when using Principal Component Regression (PCR),
this method is sensitive to outliers and noise in the sample, which are very abundant
in bearing vibration data. Also, if there is a high correlation between the predictors,
this can lead to a problem of multicollinearity, which makes the estimate of the
variable weights less reliable. These phenomena can lead to model distortion and
deterioration in forecasting accuracy (Shitikov, 2017). When using the widespread
Random Forest method in ML, overfitting is often observed on the training set.
This phenomenon is especially often observed when using a large number of trees
or deep neural trees, which also imposes some limitations when using this method
in predictive diagnostics.

At present, scientific research in the field of intelligent diagnostics of centrifugal
pump failures mainly focuses on the methods of ML, information coding and pattern
recognition (Konyukhov, 2024). When predicting failures of rolling bearings of
pump units, the classical regression problem is often solved. In order to predict
RUL, it is necessary to go through two main stages sequentially:
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1. Extraction of features. At this stage, the analysis of the vibration signals that
arise is carried out. Depending on the area of signal origin, methods used for their
processing are distinguished. Analysis in the frequency domain involves the use of
the fast Fourier transform, spectral analysis methods and various methods based on
the Fourier transform. During analysis in the time domain, the parameters of the
root-mean-square vibration acceleration, shock pulses, excess, etc. are calculated.
Time-frequency analysis is an extended version of frequency analysis. This method
can use data processing methods in the form of the short-term Fourier transform,
the Hilbert-Huang transform, the wavelet transform, etc..

2. RUL prediction. The features extracted in the first stage are used as input
data for various ANN models. The most basic methods include the Support Vector
Machines (SVM) and the k-Nearest Neighbors Algorithm (k-NN). Although these
methods provide good results, they are inferior to the most accurate and productive
deep ML methods. Currently, the most widely used ANNs for rolling bearing
diagnostics are convolutional (CNN) and recurrent (RNN) ANNSs (Nussipali, 2024).

The selection of the required algorithm and its improvement at the second
stage of RUL forecasting is the most important procedure determining its accuracy
and efficiency. To determine the most preferable method for forecasting RUL of
centrifugal pump rolling bearings, it is necessary to determine the advantages and
disadvantages of the most common models. Further actions should be aimed at
improving the algorithm of the selected method, aimed at increasing the accuracy
of forecasting.

Convolutional Neural Network (CNN). CNN is a typical feedforward neural
network with a multi-layer network architecture. This ANN is similar to a biological
neural network (nervous network) and is made to resemble the connections of
neurons in the human brain (Shrestha, 2019). CNN has high adaptability and can
combine multi-layer perception through structural reorganization and reduction of
the weights of neuron connections (Shrestha, 2019; Alzubaidi, 2021).

The peculiarity of CNN is that neurons use a local method of connecting the
network structure, namely a layer with incomplete connection and weight sharing.
The CNN architecture allows to reduce the number of assigned weights, reduce
the complexity of the neural network model, ensure the convenience of network
optimization and reduce the risk of overfitting. CNN is a neural network specifically
used to process data that can be represented as a grid structure, for example, a graph
used to encode information associated with information from several sources. CNNs
have achieved excellent results in various fields, such as image pattern recognition
and classification, object detection and recognition, etc. (Lindsay, 2021).

Recurrent Neural Network (RNN). RNN is a neural network model in which
hidden layers are connected to each other and also connected to the previous
output, as shown in Fig. 2. If RNN is deployed in time (creating several copies of
the recurrent network), it can be represented as a network with a feedforward signal
distribution and shared weights (Sherstinsky, 2020). Using the Backpropagation
Through Time method, information about a neuron at a previous point in time will
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be connected to information about a neuron at the next point in time, thus forming a
feedback network structure (Lillicrap, 2019). The backpropagation algorithm must
constantly use the chain rule (the rules for differentiating a complex function). The
activation value of the target function, depending on the hidden layer, can not only
be transmitted to the output layer of the network, but also affect the next hidden layer.

Fig.2. RNN Model Structure

Mathematically, the classical RNN network (Vanilla RNN) is expressed as
follows in terms of the hidden layer update and training update expressions
(Mehrish, 2023):

h =f(W, x+W, h +b ) (1)
y. =/f(W,h, +b,) )

where f() is the activation function, which is usually a nonlinear hyperbolic
tangent or sigmoid function, or a continuous piecewise linear function; W, , Wy are
the learnable weight matrices from the input layer and output layer to the candidate
state, respectively; W is the cyclic connection weight matrix; b are the shift
parameters.

The most significant advantages and disadvantages of the above-described ANN
models are given in Table 1.

hh

Table 1. Advantages and Disadvantages of Convolutional and Recurrent Neural Networks

3. Adaptive feature extraction and
rational weight distribution.

4. Using spatial and temporal
downsampling to reduce network
parameters and the likelihood of
overfitting.

Atype of neural Advantages Disadvantages
network
1. Suitable for processing input 1. To ensure high accuracy of the model, it
data collected from various is necessary to use a multi-level architecture,
sources. which increases the complexity of the
2. High efficiency and noise network and affects its performance.
reduction when processing large | 2. The need to use a large volume of data
CNN amounts of data. marked by features.

3. There is a possibility of inadequate
behavior (distortion of results) of the neural
network in the case of successful training,
which can negatively affect the prediction of
malfunctions of expensive equipment.
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1. High efficiency in processing | 1. The probability of encountering a

data sequences of different vanishing or exploding gradient problem
lengths. during training (small or large values), which
2. Possibility of dynamic can distort predictions or hinder training.
monitoring and forecasting of 2. Low efficiency when processing large
industrial processes. amounts of data simultaneously (parallel

RNN 3. Good analytical ability of the | data).

model in analyzing data obtained |3. The model has limited memory and when
from dynamic systems. it is full, it begins to forget information about
4. Wide applicability and higher | previous inputs.

accuracy in analyzing and
forecasting time series.

The pump is a dynamic system, the information about the bearing units of
which is most often presented in the form of several time series of received and
successively accumulated data of process parameters, such as vibration speed,
temperature of the bearing unit, etc. An increase in these parameters over time, as a
rule, leads to a gradual failure of the rolling bearing and the pump itself. Analyzing
these features, we can conclude that it is advisable to use the RNN model as a
method for determining RUL. Although it is inferior to the CNN model in the
size of the initial sample, it should nevertheless show better results on a sample of
average size, which is justified by the specifics of the model itself.

Considering the ambiguity of existing approaches to the ML in assessing the
technical condition of process equipment, including pump units, it is important to
evaluate the possibility of using new methods of predictive diagnostics. In view
of this, the purpose of this work is to expand the arsenal of ML methods used for
predictive diagnostics using neural networks, which make it possible to improve
the accuracy of the analysis of unstructured data on bearing unit malfunctions of
centrifugal pumps.

Methods. Compared with other methods, particularly with the CNN method,
the gradient of RNN is distributed not only over the spatial structure but also over
the time channel. When the volume of calculations increases, the gradient easily
disappears, which usually leads to a failure in model training. Each neuron in RNN
is associated with information about the state of the previous moment, but as the
time interval increases, the RNN network may experience Vanishing Gradient or
Exploding Gradients problems (Mufioz-Zavala, 2024). These phenomena lead
to the inability to update the ANN parameters, which affects the training speed
and quality of the model. One of the solutions to this problem is to modernize the
RNN architecture. As a result, two variants of ANN were created: LSTM (Long
Short-Term Memory) and RNN-GRU (Gated Recurrent Unit). The LSTM network
was proposed first, but the LSTM model is complex in shape and requires more
time to train. To overcome these shortcomings, the GRU network was developed,
the architecture of which is simplified, which allows to significantly increase the
learning speed.

The LSTM architecture includes the concept of a Memory Cell, also called a
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Cell State, and additional components called Gates. The Memory Cell replaces the
hidden neurons used in traditional RNN systems and creates a new hidden layer.
As shown in Fig. 3, adding a forget gate f (memory clear), input gate i (memory
update), and output gate o, (output) to the Memory Cell alleviates the gradient
decay or exploding problem.

' h,

Fig.3. Architecture of recurrent LSTM network

The LSTM neural network controls the memory cell via a forget gate. The input
to the forget gate consists of the output of the memory cell h , at the previous
moment and the input x, at the current moment. The expression for determining the
parameter of the forget gate is as follows (Kong, 2019):

f=0(W_x,+W_ h_ +b ) A3)
Next, the information in the memory cell is updated via the input gate, and a
possible update of the hidden state vector g occurs. These expressions look like

this:

i,=c(W x,+W h_,+b )

ih = t-1 (4)
g.=o(W_x W, h , +bg ) 5)
s;=g Ui +s 0f ©6)

The output of the updated state is controlled through the output gate, and the
expressions for its determination can be represented as follows:
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0, :O-(Wox X, +Woh ht—l +bo ) (7

h =¢(s)0 o, (8)
In the given expressions (3)—(8): W, W_, ng, W __are the matrices of weights
at the input of the neural network for the forget gate, input gate, hidden state update,
and output gate, respectively; W, W, Wgh, W, are the matrices representing the
weights at the output of the neural network corresponding to the inputs; (¢) is the
Hadamard product; o(¢) is the sigmoid activation function; ¢(*) is the hyperbolic
tangent activation function.

The GRU neural network is a simplified version of LSTM and combines the
input gate and the forget gate into the update gate z. In addition, the GRU structure
combines the memory cell and the hidden state into a single whole, thereby
optimizing the architecture, transforming it from three gates to a two-gate one. The
GRU architecture is shown in Fig. 4.

Fig.4. Architecture of recurrent GRU network

The update gate is determined based on the state value of the previous moment
and the input state value of the current moment. When the update gate value is
large (close to 1), the ANN decides to keep most of the previous hidden state,
which is useful in situations where past information is important for predicting or
understanding the next step of the sequence, i.e., information about the previous
moment is preserved. If the update gate value is close to 0, the ANN decides to
update its hidden state with new information, paying less attention to what was
learned previously, which is useful when the new input contains enough information
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for the current prediction and the previous history is less important. Mathematically,
this is as follows:

z,=o(W,x, W _h +b,) )

The reset gate r, is also determined by the state value of the previous instant
and the input value of the current instant. When the value of the reset gate is large
enough, the previous hidden state is considered important and more information
about the previous instant is stored. Mathematically, this looks like this:

rt :O-(er Xt +Whr ht-l +br ) (10)

Finally, the update of the hidden state vector h of the memory cell can be
expressed using the following expressions:

c,=o[(W_x,)+W,_(r,0 h )] (11)
h=1-z)0h_ +z0c, (12)

In the above expressions (9)—(12): ¢, is a possible update of the hidden state
vector; W _, W _, W __are the matrices of weights at the input of the neural network
from the input layer to the reset gate, update gate and hidden states, respectively;
W, W, ., W, are the matrices representing the weights of the network output
corresponding to the inputs.

In the experimental studies, we will use these modernized ANNs (LSTM and
GRU) as the main methods for determining the RUL of pumps. At the same time,
it is also necessary to evaluate the effectiveness of the used deep ML methods with
classical methods such as PCR and Random Forest.

The initial data set was statistical information on the operating parameters of
the 2NK-E200/120-210 booster pump unit. The data set contained 13 features
distributed across the corresponding columns and 526,310 rows with an interval of
1 minute. A fragment of the data set is presented in Table 2.

Table 2. Fragment of the dataset for neural network modeling
Ne 41 42 43 44 45 46 47
Time 00:39 00:40 00:41 00:42 00:43 00:44 00:45
Frequency 33.7667 | 33.009 | 32.1974 | 31.93 31.635 31.3386 | 31.5701
Filter difference 1.0739 0.8899 0.53 0.505 0.3875 0.4366 0.4499

Pin 57.7399 | 56.9186 58.98 62.215 | 61.8021 64.4225 | 68.2342
Tin 29.2745 29.25 29.2255 | 29.201 | 29.1752 | 29.1493 | 29.1235
Pout 0.7452 0.7445 0.7438 | 0.7431 0.7424 0.7416 0.7409
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VIM 0.5749 0.5337 0.4887 | 0.4663 0.4442 0.4362 0.5183
V2M 1.1134 1.2951 1.0199 | 0.8999 0.9054 0.8704 0.9687
V1P 0.6499 0.5899 0.6833 0.725 0.8949 0.7108 0.8
V2P 0.495 0.4533 0.4975 0.49 0.5749 0.5249 0.5649
TIM 50 50 50 50 50 49.9 49.9
T2M 38.7999 | 38.7666 38.7 38.7 38.5999 38.5 384
Toil 32.3441 | 32.3305 | 32.3168 | 32.3031 | 32.2894 | 32.2757 | 32.262

Where: Time is the date and time of taking readings from the sensor; Frequency
is the speed of the pump rotor; Filter difference is the value of the pressure drop
across the filter of the pump unit; Pin is the pressure of the medium at the pump
inlet; Tin is the temperature of the medium at the pump inlet; Pout is the pressure of
the medium at the pump outlet; V1M is the vibration velocity of the front bearing
of the pump motor; V2M is the vibration velocity of the rear bearing of the pump
motor; V1P is the vibration velocity of the front bearing of the pump; V2P is the
vibration velocity of the rear bearing of the pump; T1M is the temperature of the
front bearing of the pump motor; T2M is the temperature of the rear bearing of the
pump motor; Toil is the oil temperature in the bearing housing of the pump.

All ML models were tested on two datasets. In the first case, the data sample
size n was 10,000 minute-by-minute values, and in the second case, the sample
size n was 20,000 minute-by-minute values. The designated datasets were divided
into two sets: training and testing. The training set was used to train and fit the
models and contained 2,500 and 5,000 checkpoints from the dataset. The testing
set was used to evaluate the accuracy and performance of the models and contained
7,500 and 15,000 checkpoints, respectively. RUL prediction was made for 120
checkpoints following the training set. After modeling, the resulting prediction was
compared with the testing set to evaluate the accuracy.

For the modeling procedure, we use the Python language and the pandas, numpy,
scikit-learn, statsmodels, tensorflow/keras, linearmodels, matplotlib, scipy, sklearn.
metrics, MinMaxScaler libraries from sklearn.preprocessin.

In order to evaluate and compare the effectiveness of the considered neural
network models and compare them with classical ML methods, the following
statistical metrics used for regression problems were determined:

— Mean Square Error (MSE): measures the standard deviation between the
predicted values and the actual values, serves to demonstrate the forecasting
accuracy of the methods;

—R-squared coefficient (R?): shows what percentage of the variance of the target
variable is explained by the model. A value close to 1 indicates an accurate model;

— Mean Absolute Percentage Error (MAPE): measures the average percentage
deviation of predictions from actual values;

— Correlation Coefficient: measures the strength and direction of the relationship
between predicted and actual values. The value ranges from -1 to 1, where 1 is a
perfect positive correlation.
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Additionally, we modernize the algorithms of the LSTM and GRU neural
networks by introducing Dropout regularization into their composition. The
Dropout method is appropriate to use to eliminate the phenomenon of overtraining.
The basic scheme for using the Dropout method is shown in Fig. 5.

a b

Fig.5. Graphical representation of the structure of neural networks: a — standard neural network;
b — neural network after applying Dropout

The method shown in Fig. 5 can be characterized as a method of randomly
excluding network nodes with a certain probability. That is, during the training
process, some neuron nodes are selected from the neural network layer by
probability p, obeying the Bernoulli distribution, and then temporarily discarded.
During the next training, random selection is again made by this probability and
discarded. Discard here means that the weights of the discarded neural nodes do
not participate in the neural network calculations, including direct calculation and
backpropagation, which also means that these weights are not updated.

Based on the results of experimental data using a sample of statistical information
on the parameters of the booster pump (Table 2), it was found that without using
Dropout, the ANN is overtrained and the loss function increases (Fig. 6, a). After
using Dropout-type regularization (Fig. 6, b), the ANN showed a decrease in the
loss function and the achievement of optimality (reaching a plateau of the learning
and validation curves on the graph) in a small number of training epochs, which
affected the performance of both the LSTM and GRU neural networks.
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Fig.6. Losses at the stages of training and testing the model: a — without using the Dropout method;
b — with using the Dropout method

Results. The experimental data results for the first sample (n = 10,000) are
presented in Table 3. Analyzing the obtained data, we can conclude that for a
smaller sample, the most preferable is to use a neural network of the LSTM type.
Although the LSTM and GRU neural networks demonstrate similar good results
for all metrics, LSTM has lower values of the mean square error and average
absolute percentage deviation (MSE = 0.2906, MAPE = 15.63 %), which indicates
more accurate results in forecasting. PCR and Random Forest have higher MSE
and MAPE values compared to recurrent networks of the LSTM and GRU types.
They also demonstrate significantly lower values of the correlation coefficient.
However, it should not be forgotten that these methods are simpler to implement
(not a complex algorithm structure) compared to LSTM and GRU neural networks.

Table 3. Results of the quality assessment of the methods used, n = 10,000

A variation of the MSE R-squared (R?) MAPE, % Correlation coefficient
method
LSTM 0.2906 0.9993 15.63 0.9997
GRU 0.2931 0.9994 18.53 0.9997
PCR 0.4473 0.6879 28.34 0.8313
Random Forest 0.3051 0.7117 28.97 0.912

The LSTM method, like the GRU method, demonstrates significant results with
a high value of the determination coefficient (R* = 0.9993 for LTSM and R? =
0.9994 for GRU). High values of the determination coefficient tell us that the used
recurrent neural network models effectively establish dependencies when working
with time series (sequential data), which makes them a powerful tool for forecasting.
At the same time, the method has the lowest R? indicator, and the Random Forest
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method is in second place. Lower R? indicators for these methods indicate a weaker
relationship between the variables of the regression model (68.79 % of the variance
of the resulting feature is explained for PCR and 71.17 % for GRU).

The results of applying the four presented forecasting methods for the second
sample (n = 20,000) are presented in Table 4. In the case of using a larger sample,
the LSTM and GRU recurrent neural networks also demonstrate their advantage
in the form of higher forecasting accuracy compared to a smaller sample, as well
as compared to the classical PCR and Random Forest ML methods. When using
a larger sample, there is a decrease in the standard deviation and average absolute
percentage deviation for both recurrent neural networks (MSE = 0.2431 for LSTM,
MSE = 0.2719 for GRU and MAPE = 5.5 for LSTM, MAPE = 6.30 for GRU).
The improvement of the obtained results is associated with a more extensive data
set, which provides an opportunity for more accurate training of neural network
models. For the convenience of assessing the correlation coefficients, we will use
the Chaddock scale. According to the analysis, it can be concluded that the LSTM
and GRU methods, as well as the Random Forest method, have a very high strength
of connection between variables. In addition, a less pronounced, but nevertheless
very high strength of connection is observed in the PCR method.

Table 4. Results of the quality assessment of the methods used, n = 20,000

A Varri;‘:tﬁgc‘;f the MSE R-squared (R) | MAPE, % Sg:;‘it;z?
LSTM 0.2431 0.9995 5.5 0.9997
GRU 0.2719 0.9995 6.30 0.9996
PCR 0.3745 0.8483 15.58 0.9103
Random Forest 0.3489 0.8447 1151 0.983

In addition to the decrease in MSE and MAPE, there is also an increase in R?
(0.9995 for LSTM and GRU at n =20,000, 0.9993 and 0.9994 for LSTM and GRU
at n=10,000). The increase in R? and better MSE and MAPE for the LSTM neural
network are achieved due to its ability to better adapt to complex dependencies
in the data. GRU also shows good indicators, which allows using both presented
methods for forecasting.

The PCR method demonstrates acceptable results with the R? coefficient value
of 0.8483 when using a larger sample (n = 20,000), but still yields to recurrent
networks. This is naturally due to the fact that PCR takes into account the time
sequence in the data worse. The Random Forest method shows improved results of
the R? coefficient of 0.8447 compared to the previous data set (n = 10,000). This
is due to the fact that this method is less prone to overfitting due to its ability to
generalize data. The strength of the relationship between the variables remains very
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high for the LSTM and GRU methods, as indicated by the corresponding correlation
coefficients (Table 4). An increase in the correlation coefficient for Random Forest
from 0.912 to 0.983 indicates an increase in the strength of the relationship, which
is associated with the adaptation of this method to working with high-dimensional
data. The PCR method also shows an increase in the correlation coefficient from
0.8313 to 0.9103. Changes in these indicators indicate that using a larger sample
size has a positive effect on the quality of forecasting.

Thus, the application of these methods in practice can be realized by introducing
neural network algorithms based on recurrent neural networks into the technological
process of pumping the working medium by a pumping unit, forming a single
intelligent system. At the same time, the dispatcher of the operational-dispatch
control does not need to constantly monitor the pump performance readings and
track certain patterns preceding its failure. The ability of recurrent neural networks
of the LSTM and GRU type to remember the behavior of the system in various
situations over a long period of time is capable of predicting various scenarios of
events. At the same time, the architecture of such a system can be presented as
a graph divided into certain levels of danger (Fig. 7). The advantages of such a
system are the ability to conduct intelligent monitoring of the equipment condition
without the constant involvement of the dispatcher in this process, which reduces
the workload on personnel, as well as the ability to make a more accurate decision
to carry out a repair procedure, which allows reducing production costs during
equipment downtime.
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Fig.7. An example of a graphical representation of a predictive system based on recurrent neural
networks
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Discussion of results.

The performance evaluation of PM was conducted using four ML methods.
Two of them are recurrent neural networks (LSTM and GRU), and the other two
are classical ML methods (PCR and Random Forest). These methods were tested
on samples of different sizes (n = 10,000, n = 20,000). The results of the study
confirmed the importance of a large sample size, which improves the performance
and stability of all methods. As a result of increasing the sample size in the second
experiment (n = 20,000), the average forecasting accuracy by MSE of the LSTM,
GRU, and PCR methods improved by about 13.72 %. The only exception from the
whole variety of methods is Random Forest. An increase in the sample size led to
an increase in the MSE indicator from 0.3051 to 0.34809.

The results of the first experiment with a smaller sample (n = 10,000) showed
that LSTM and GRU demonstrate excellent ability to take into account the nature
of data in conditions of its scarcity. The average percentage improvement of LSTM
in all four metrics relative to PCR was 36.35 %. When using the GRU method,
this value is 33.66 %. When comparing LSTM and GRU with the Random Forest
method, the average percentage improvement is less significant and is 25.21 % and
22.5 %, respectively. In the case of using a larger sample (n = 20,000), recurrent
neural networks still show more accurate forecasting results. As in the previous
experiment, the improvement in the quality indicators of the LSTM model stands
out the most. The average percentage improvement in all four metrics relative to
PCR was 31.86 %, relative to Random Forest —25.64 %. For GRU, the same values
were 28.65 % and 21.84 %, respectively. However, it should be noted that despite
the good results of the PCR method, it may not provide the required forecast
accuracy, especially when working with large data sets.

It was also shown that the practical implementation of predictive models in
production is a powerful tool for improving the efficiency of maintenance. The
implementation of predictive models for the implementation of the maintenance
approach based on the actual condition can be achieved by introducing their
operating algorithms into existing software. This creates a single intelligent system
that can not only predict the time of residual operation of equipment, but also show
the level of danger, which, in turn, allows the dispatcher to make more accurate
decisions on further shutdown and repair of equipment.

Conclusion.

The concepts of maintenance of pumping units are considered. It is noted that
the corrective type of maintenance is not an optimal solution, since it is carried out
after the equipment failure, which entails the shutdown of technological processes,
unscheduled financial costs and increases the risk of emergency situations. In the
context of preventive maintenance, the resource of pump elements is not taken into
account, which prevents an adequate assessment of their current actual condition. At
the same time, there is a high probability of equipment failure in the period between
scheduled maintenance. Maintenance in accordance with the actual condition with
continuous or periodic monitoring of technical condition parameters is a predictive
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approach to maintenance based on determining the remaining resource of pump
elements using ML methods used in predictive analytics. This type of maintenance
allows predicting potential failures and equipment failures, allowing for urgent
measures to be taken to repair it, which significantly reduces downtime and economic
losses. This approach is especially critical in the conditions of highly loaded oil and
gas industries, where even short-term downtime can lead to significant losses.

It is proposed to perform predictive diagnostics of the condition of pumping
units using ML methods. The effectiveness of using these deep learning methods
was studied, as well as their comparison with classical ML methods on real data
obtained during the operation of a 2NK-E200/120-210 pump. As a result of the
studies, it was found that recurrent networks of the LSTM and GRU types are the
most suitable methods for the tasks of predictive diagnostics of pumping units. They
showed high accuracy and the ability to take into account the sequential nature of
the data. Additional implementation of the Dropout method into neural network
algorithms showed an improvement in the quality indicators of the methods used.
Random Forest is also of interest, especially if it is important to understand the
impact of each feature on the forecast. PCR may be less preferable due to its limited
ability to take into account the sequence in the data.
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